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Abb. 1: Teil des HPC-Clusters inkl. Switches und 100 Ghit/s-Verkabelung (gelb)

Editorial

>>  Malte Dreyer
Direktor
Computer- und Medienservice

Sehr geehrte Leser:innen,

wir freuen uns, Thnen die neueste Ausgabe unserer Broschiire prisen-
tieren zu kénnen. Die CMS-Broschiire wandelt sich im Laufe der Zeit.
Im Entstehungsprozess der aktuellen Ausgabe haben wir die Entschei-
dung getroffen, die Broschiire ab sofort ausschlieflich digital zu verof-
fentlichen. Sie kénnen fortan zwischen zwei Formaten wihlen: einer
PDF-Version fiir die klassische fortlaufende Lektiire sowie einer Blog-
Variante, um Thnen die Méglichkeit zu geben, gezielt einzelne Artikel
anzusteuern.

Um das Informationsangebot fiir Sie zu verbessern, passen wir auch
den Publikationsrhythmus an. Kiinftig erscheint unsere Broschiire
zweimal jihrlich mit kompakterem Umfang. Dieser verdnderte Rhyth-
mus ermdglicht es uns, Sie aktueller tiber Entwicklungen und Verande-
rungen im I'T-Bereich unserer Hochschule zu informieren.

Die thematische Bandbreite unserer Artikel haben wir beibehalten, je-
doch deren Form flexibilisiert. Hierdurch kénnen wir jedem Thema den
angemessenen Raum bieten — sei es ein kurzer Hinweis zu einer neuen
Dienstleistung oder ausfiihrliche Darstellungen von technologischen
Entwicklungen. Die Aufteilung der Broschiire in Berichte aus Lehre,
Forschung und Infrastruktur haben wir beibehalten.

Die Broschiire erginzt unsere kontinuierlichen Kommunikationsaktivi-
titen. Im Zusammenklang mit anderen Kanilen — wie der CMS-Web-
seite, dem HU-internen Newsletter Humboldt Info und den CMS-Akti-
vititen tiber Mastodon, LinkedIn oder Instagram — mochten wir Sie so
umfassend tiber neue Dienste, Angebote sowie praktische Tipps und
Tricks informieren.

Wir wiinschen Thnen beim Stébern und bei der Lektiire viel Vergniigen

und hoffen, dass Sie in dieser Broschiire Anregungen und niitzliche
Informationen fiir Ihre eigenen Vorhaben finden.
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Die folgenden Laborberichte vermitteln Einblicke in
CMS-Themenfelder, die sich noch in der Entwicklungs-
phase befinden und noch nicht als regulére Services
verfigbar sind.
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Report

Dr.-Ing. Fadwa Alshawaf

Dr. Sven Paimann

Computer- und Medienservice,
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Nachhaltiges Forschungsdatenmanagement mit
dem CARDS-Projekt

Die Berlin University Alliance stirkt von 2024 — 26 mit dem Projekt Col-
laboratively Advancing Research Data Support (CARDS) die Etablierung
und Unterstiitzung von Dienstleistungen im Forschungsdatenmanage-
ment (FDM) an ihren vier Partnerinstitutionen. Vor dem Hintergrund
steigender Anforderungen an Datenqualitit und -management — im Sinne
der Umsetzung der FAIR-Prinzipien und zur Férderung offener Wissen-
schaft — liegt der Fokus des Projekts auf dem nachhaltigen und instituti-
oneniibergreifenden Ausbau von Tools, Services sowie Angeboten zur
Datenkompetenz. Ziel ist es, Forschende und Multiplikator:innen zu
unterstiitzen sowie Best Practices im Datenmanagement, insbesondere in
den Exzellenzclustern und Sonderforschungsbereichen, umzusetzen.

Das vom CMS durchgefiihrte Teilprojekt 4 zielt darauf ab, ein Konzept fur
die gemeinsame Nutzung elektronischer Laborbiicher (ELNs) zu entwickeln.
ELNs verbessern durch prizise Dokumentation die Nachvollziehbarkeit
und Reproduzierbarkeit von Forschungsdaten, steigern die Effizienz, erho-
hen die Datenqualitit und fordern die Zusammenarbeit.

Anna Lehmann,

Dr.-Ing. Fadwa Alshawaf
Computer- und Medienservice,
Organisation und Projekte

Forschungspraxis und Forschungsdaten-
Infrastrukturen im Projekt FDLink verschranken

Im Verbundprojekt FDLink verfolgen sechs Hochschulen aus Berlin und
Brandenburg das Ziel, die wissenschaftliche Forschungspraxis mit den
Forschungsdaten-Infrastrukturen inner- und aufRerhalb der Institutionen
enger zu verzahnen. Dafiir werden zum einen Schulungs- und Trainings-
mafnahmen zur Nutzung von FD-Infrastrukturen sowie zum anderen
Organisations- und Verantwortungsstrukturen fiir das Forschungsdaten-
management (FDM) konzeptioniert und etabliert.

Der CMS fokussiert sich auf die Rolle dienstleistender Einrichtungen und
erarbeitet aus dieser Position heraus Strategien zur Optimierung von iiber-
institutionellen FDM-Serviceangeboten, indem das im Vorgingerprojekt
FDNext entwickelte Reifegradmodell UpdateFDM umfassend evaluiert
wird. UpdateFDM wird tiber die Grenzen einer Institution hinaus skaliert,
in ein handhabbares Tool {iberfithrt und um konkrete Handlungsempfeh-
lungen fiir eine tiberinstitutionelle FDM-Strategieentwicklung erginzt.
Der CMS iibernimmt in FDLink erneut die Gesamtkoordination. Das
DFG-geforderte Projekt liuft bis 2027.

Report
Nachhaltiges Forschungsdatenmanagement mit dem CARDS-Projekt
Forschungspraxis und Forschungsdaten-Infrastrukturen im Projekt FDLink verschréanken



Malte Dreyer
Direktor,
Computer- und Medienservice

FONDA II: Data Analysis Workflows fir die
Naturwissenschaften

Der Sonderforschungsbereich 1404 FONDA konzentriert sich auf die Ver-
besserung von Technologien fiir Data Analysis Workflows (DAWs) fiir
grofle Datensitze in den Naturwissenschaften. In der zweiten Férder-
phase, FONDA II, werden seit 2024 insbesondere drei neue Forschungs-
schwerpunkte untersucht: (1) die Verbesserung der Nachhaltigkeit von
DAW-Entwicklungen, (2) die Schnittstelle zu den Entwickler:innen von
DAWSs und (3) Multi-Site-DAWS, die tiber mehrere Datenzentren verteilt
werden. FONDA II umfasst dazu 13 Forschungsprojekte und vier neue
Teams.

Das Teilprojekt S1, ,Testbeds and Repositories®, in dem der CMS mitwirkt,
stellt dedizierte und gemeinsam genutzte Softwareinfrastrukturen und
Rechencluster fiir die Entwicklung, Uberwachung, Erforschung und Aus-
fithrung von DAWSs bereit. Dartiber hinaus wird der HPC-Cluster mit Sen-
soren ausgestattet, die genaue Messungen des Energieverbrauchs seiner
Kernkomponenten erméglichen, um Mafinahmen zur Reduzierung des
Energieverbrauchs von DAW-Ausfithrungen zu erforschen.

Jenny Schmiedel
Computer- und Medienservice
Organisation und Projekte

Update: BUA Shared Services Catalogue

Der Shared Services Catalogue (SSC) der Berlin University Alliance (BUA)
hat eine neue Entwicklungsphase erreicht. Nach einer zweijihrigen Pilot-
phase wurde der Katalog zuletzt umfassend erweitert. Neben IT-Services
umfasst er nun auch Labore, Gerite, Beratungsangebote und Verwal-
tungsservices. Mit der Integration von Open IRIS kénnen buchungsfi-
hige Dienste direkt online gebucht werden. Dies erméglicht eine effizien-
tere Nutzung von Ressourcen und fordert die Zusammenarbeit zwischen
den Institutionen.

Aktuell wird an der Einfithrung von Community-Katalogen gearbeitet.
Diese betrachten die Dienste noch stirker aus Sicht der Nutzenden und
stellen maRgeschneiderte Servicepakete fiir bestimmte Gruppen oder
Szenarien bereit. Die Community-Kataloge sind ein weiterer, spezifi-
scherer Schliissel, um Forschungsressourcen in der BUA sichtbarer
und zuginglicher zu machen. Ziel ist es, bis Ende 2026 ein funktions-
fihiges Online-Portal zu schaffen, das die einrichtungstibergreifende
Nutzung auf stabile Beine stellt.

Report
FONDA II: Data Analysis Workflows fiir die Naturwissenschaften
Update: BUA Shared Services Catalogue

Dr. Maik Bierwirth
Computer- und Medienservice
Organisation und Projekte

TextPloring — Forschungsdatenexploration in den
Geisteswissenschaften mit LAUDATIO

Fur das TextPloring-Projekt, das in der DFG-Forderlinie e-Research-Tech-
nologien bewilligt wurde, kooperiert der CMS HU-intern mit der Lingu-
istik (Prof. Dr. Anke Liideling) und den Geschichtswissenschaften (Prof.
Dr. Torsten Hiltmann). AufRerdem ist das Vorhaben eingebettet in die
ubergreifende Arbeit des Interdiszipliniren Zentrums Digitalitit und
Digitale Methoden. Ziel von TextPloring ist es, das in der historischen
Sprachwissenschaft bereits etablierte LAUDATIO-Repository so zu er-
weitern und zu konsolidieren, dass auch andere geisteswissenschaftliche
Ficher es zur umfassenden Erschlieffung und (Nach-)Nutzung histori-
scher Textquellen einsetzen kénnen. Am Beispiel der digitalen Geschichts-
wissenschaften soll demonstriert werden, wie ein urspriinglich fach-
spezifisches Repositorium mit seinen Werkzeugen im Hinblick auf die
speziellen Anforderungen anderer Ficher ausgebaut werden kann. Das
Projekt lauft zunichst fiir zwei Jahre mit drei geforderten Stellen.

Thomas Pfuhl
Computer- und Medienservice
Organisation und Projekte

Forschungsdatenmanagement (FDM) und Metho-
denentwicklung im SFB 1412 , Register*

Der Sonderforschungsbereich 1412 ,Register” untersucht situationsab-
hingige sprachliche Variationen in 18 Einzelprojekten. Der CMS, ins-
besondere das Team Forschungsdaten und -information, arbeitet dabei
eng mit dem Infrastrukturprojekt INF zusammen, das im SFB alle
Fragen zu Forschungsdaten und -software betreut. INF entwickelt z. B.
Workflows zur Erstellung und Pflege von Korpora und erprobt diese im
tiglichen Forschungsbetrieb. Auferdem unterstiitzt es die Projekte durch
die Erstellung von Continuous Integration (CI) Pipelines innerhalb der
GitLab-Umgebung der HU. Diese Pipelines beinhalten Tests hinsichtlich
der Konsistenz und Konformitit zu den im Research Data Management
Organizer (RDMO) abgebildeten Datenmanagementplinen. Parallel dazu
wird der Forschungsoutput des SFB weiterhin von INF iiber die Software
VIVO abgebildet. INF trigt auflerdem zum Wissensmanagement und
zur Entwicklung innovativer Forschungsmethoden durch Workshops,
Schulungen und Dokumentation bei. Das Projekt hat sich hierzu beim
DINT SFB-INF-Workshop 2024 mit anderen INF-Projekten zum FDM
ausgetauscht und vernetzt.

https://sfb1412.hu-berlin.de/

Report
TextPloring - Forschungsdatenexploration in den Geisteswissenschaften mit LAUDATIO
Forschungsdatenmanagement (FDM) und Methodenentwicklung im SFB 1412 ,Register"
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IDM.Berlin — ein neuer
Verbund fiir Lehre und
Studium

»>  Michail Bachmann

>> PetraBerg

>> Andreas Vollmer

>> Leon Wendel
Computer- und Medienservice,
Organisation und Projekte

Worum es geht

Zusammenarbeit und Austausch unter den Berliner Hochschulen werden
Schritt fiir Schritt erleichtert: Oft ist es erforderlich, dass Angehdérige der
einen Hochschule sich bei IT-Diensten einer anderen einloggen konnen.
Das betrifft etwa gemeinsame Studienginge, studentische Nebenhérer:in-
nen, Team-Teaching — am besten sollten die betreffenden Personen dazu
einfach ihren Heimataccount verwenden konnen, direkt und ohne Umwege.

Mit der Griindung vom IDM.Berlin wird 2025 ein Meilenstein auf diesem
Weg erreicht. IDM steht dabei fiir ein Identititsmanagement, das als Ber-
liner Foderation konzipiert ist: Das Féderationskonzept umfasst ein Paket
aus rechtlichen Regelungen zu Datenschutz und Verantwortlichkeiten
sowie technische Spezifikationen zu Attributen fiir Schnittstellen und den
Austausch von Daten. Jede Hochschule, die der Foderation beitritt, ent-
scheidet dann selbst, welche Dienste sie fiir die Angehérigen der anderen
Verbundpartner:innen 6ffnet und wie sie die Schnittstellen umsetzt. An der
HU etwa wird mit der Umstellung des Moodle-Zugangs auf Shibboleth
gemif den Richtlinien von IDM.Berlin begonnen.

Lehren und Lernen
IDM.Berlin - ein neuer Verbund fiir Lehre und Studium

Projekt und Ergebnisse

In der ersten Projektphase wurden vor allem die Szenarien von Lehre und
Studium betrachtet und die Art und Weise des Austauschs von dazu be-
notigten Daten analysiert. Hieraus gingen technische und rechtliche Rah-
menbedingungen hervor, die verglichen und konsolidiert werden mussten.
Das daraus in der zweiten Phase gewachsene Vertragswerk umfasst den
grundsitzlichen Kernvertrag mit insgesamt sieben technischen und recht-
lichen Anlagen. Dahinter steht zu einem groflen Teil die Analyse der juris-
tischen Grundlagen fiir einen rechtssicheren Datenaustausch und die ge-
naue Klarung der datenschutzkonformen Vorgehensweisen. Alle Daten-
schutzbeaufiragten der Partnerhochschulen waren eng in die Ausarbei-
tung des Vertragswerks eingebunden. Simtliche Rechte und Pflichten im
Rahmen der DSGVO und des BerlHG waren einzuarbeiten, bis hin zur
Organisation der Abliufe bei Stérungen oder Auskunfisersuchen. Die ei-
gentliche Organisationsstruktur der Foderation ist bewusst schlank gehal-
ten. Neben einer wechselnden Sprecherin oder einem Sprecher kiimmert
sich ein Gremium aus den IdM-Teams der Mitgliedshochschulen um

die operativen Fragen. Wenn es einmal um weiterreichende Fragen geht,
entscheidet ein strategisches Gremium.

Ziele und Ausblick

Das Projekt wird zum weiteren Auf- und Ausbau noch bis Ende 2025 aus
QIO-Mitteln des Landes Berlin gefordert. Die Projektpartnerinnen Freie
Universitit, Humboldt-Universitit und Universitit der Kiinste haben Ge-
spriche mit weiteren Hochschulen fiir einen schrittweisen Ausbau gefiihrt.
Durch die Schaffung gemeinsamer Grundlagen wird auch die gegensei-
tige Unterstiitzung der Berliner Hochschulen erleichtert. Langfristige
Ziele fiir alle Beteiligten sind die Beseitigung von Barrieren, Steigerung
der Benutzer:innenfreundlichkeit und der Abbau von Verwaltungsauf-
wand. Die Standardisierung der Schnittstellen von Authentifizierungs-
und Autorisierungsinfrastrukturen bildet zudem ein Fundament fiir na-
tionalen und internationalen Austausch und die Anschlussfihigkeit an
kommende Entwicklungen, wie etwa die européischen Hochschulallian-
zen und andere Verbiinde. Schon in der Projektphase gab es einen inten-
siven Austausch mit den Landesinitiativen anderer Bundeslinder. Die
Berlin University Alliance beabsichtigt dariiber hinaus eine Ubernahme
der Ergebnisse und den weiteren Ausbau mit Blick auf die Szenarien und
Anforderungen der Forschung.

Dienstzugangsrichtlinie
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Digitale Whiteboards
und Pinnwinde

> Andreas Goroncy
Computer- und Medienservice,
Digitale Medien und Clients

>> Andreas Vollmer
Computer- und Medienservice,
Organisation und Projekte

Das Sammeln von Ideen und das Entwickeln von Strukturen ist ein zen-
trales Element beim kollaborativen Arbeiten. Dafiir haben sich viele nicht-
lineare Ansitze etabliert, die ein kreatives und freies Denken und Doku-
mentieren ermdglichen sollen. In dieses Feld gehéren Whiteboards mit
freier Fliche und Pinnwinde mit Karteikarten.

Die Suche nach den passenden Tools hat die AG HDL3 (HU Digitale Lehr-
und Lernlandschaft) in den vergangenen Jahren intensiv beschiftigt. Ge-
eignete Lésungen sollten dabei sowohl datenschutzkonform nach DSGVO
sein als auch mit einem zu uns als Hochschule passenden Lizenzmodell
betrieben werden konnen. Viele Anbietende dieser Tools wie Miro oder
Padlet konnten diese beiden Aspekte nicht wie gewiinscht umsetzen, auch
Open-Source-Anwendungen fiithrten zu keinem zufriedenstellenden Er-
gebnis. Wir haben uns schlief(lich fiir eine komplementire Doppellésung
entschieden: Klassische Whiteboards kénnen mit Zoom X umgesetzt wet-
den, fuir die Nutzung von Pinnwinden fithren wir TaskCards ein.

Whiteboards — Freies Entwickeln von Ideen und
Zusammenhangen

Die Whiteboardfunktion in Zoom X wurde in der Vergangenheit stetig
weiterentwickelt und um viele Funktionen und vor allem Vorlagen er-

Lehren und Lernen
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Abb. 1: Aufgabenorien-
tierte Vorlagen fiir Zoom X
Whiteboards erleichtern
den direkten Einstieg

weitert. Stand sie frither nur in Meetings zur Verfiigung, sind sie mittler-
weile auch auflerhalb zuginglich und kénnen unabhingig von Videokon-
ferenzen genutzt werden — Voraussetzung ist ein Zoom-Konto aller Be-
teiligten. Eine Exportfunktion in mehrere Formate erméglicht auch die
Nachnutzung der Ergebnisse.

TaskCards — Organisieren von Ideen und Ablaufen mit
Karteikarten

Eine Pinnwand wie TaskCards hat einen deutlich geringeren Funktions-
umfang als ein Whiteboard, ist dafuir aber niedrigschwelliger und tiber-
sichtlicher in der Anwendung. Manchmal werden Whiteboards eingesetzt,
wo eine Pinnwand praktischer ist. Wenn es um das schnelle Sammeln
von Ideen oder Begriffen geht, die auf Karteikarten passen, ist eine Pinn-
wand meist intuitiver fiir alle Beteiligten. Die Karten kénnen in einem
Brainstorming frei angeordnet oder gleich in Spalten gruppiert werden.
Sie kénnen Bilder oder Videos anzeigen, Anhinge haben und bewertet
werden. Neben dem Pinnwand-Format gibt es auch fokussierte Varianten
wie (horizontaler) Zeitstrahl oder (vertikaler) Blog.

Jede Pinnwand hat ein flexibles Rechtemanagement, das auch die Ein-

bettung in Webseiten erlaubt, entweder nur lesend oder auch zur Bearbei-

tung. Das ermdglicht z. B. die Nutzung in Moodle-Kursen. Per projizier-
tem QR-Code kann eine Pinnwand in Veranstaltungen fuir Live-Feedback
verwendet werden. TaskCards wird im Laufe des Jahres 2025 eingefiihrt
und steht dann allen HU-Angehérigen, auch den Studierenden, zur
Verfiigung.

Abb. 2: Konfigurationen
und Berechtigungen
machen TaskCards
flexibel einsetzbar

Lehren und Lernen
Digitale Whiteboards und Pinnwénde
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Lehren und Lernen

Netzwerk hybride Lehre
— ein Entscheidungstool

>>  Philipp Kapser
Computer- und Medienservice,
Digitale Medien und Clients

Das Berliner Netzwerk Hybride Lehre, ein vom Land Berlin im Rahmen
der Qualitits- und Innovationsoffensive (QIO) geférdertes Projekt, widmet
sich der Entwicklung innovativer didaktischer und medientechnischer
Ansitze, um hybride Lehr- und Lernsettings an Hochschulen und Univer-
sititen bestmdglich zu unterstiitzen. Die Projektpartner (FU, BHT — Ber-
liner Hochschule fiir Technik, Charité, TU, UdK, HU und BZHL — Berli-
ner Zentrum fiir Hochschullehre) bringen unterschiedliche Schwerpunkte
in das Netzwerk ein, um das Themenfeld ganzheitlich zu betrachten.

Die Humboldt-Universitit leistet die Gesamtkoordination und setzt
ihren Fokus auf die Entwicklung und Erprobung von Lehr- und Raum-
konzepten fur verschiedene hybride Lehr- und Lernszenarien. Hierfiir
arbeiten das bologna.lab, welches die didaktische Expertise und Pro-
jektkoordination tibernimmt, und der CMS fiir die medientechnische
Planung eng zusammen.

Die grofite Herausforderung bei der Entwicklung hybrider Settings be-
steht darin, didaktische Konzepte und Medientechnik optimal aufeinan-
der abzustimmen. Vorteile wie Flexibilisierung, Internationalisierung
und Inklusion werden von den an der Lehre Beteiligten tiberwiegend
anerkannt. Gleichzeitig erfordert hybride Lehre sowohl didaktisch als
auch technisch einen héheren Aufwand. Die entscheidende Frage lautet
folglich: Wann ist hybride Lehre wirklich sinnvoll?

Um diese Frage zu beantworten, entwickelt das Projektteam der HU ein
webbasiertes Entscheidungstool, das Lehrende dabei unterstiitzt, das
passende Lehr- und Lernszenario fiir ihre spezifischen Anforderungen
zu finden. Um die Anforderungen fiir die Erreichung der Lernziele
moglichst genau zu definieren, beantworten die Nutzenden unterschied-

Lehren und Lernen
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liche Fragen zur Art der Veranstaltung (z. B. Seminar, Vorlesung, Labor),
zum Format der Lehrveranstaltung (Prasenz, online, hybrid oder blended
learning, also Veranstaltungen, die Prisenzphasen und Phasen des Selbst-
studiums verbinden) sowie zur zeitlichen und 6rtlichen Flexibilitit der
Teilnehmenden. Auf Basis der Antworten liefert das Tool passgenaue,
evidenzbasierte didaktische Tipps und medientechnische Raumkonzepte,
die individuell auf die Lehre zugeschnitten sind.

Medientechnische Raumkonzepte

Die Kernaufgabe des CMS im Projekt ist die Entwicklung medientech-
nischer Raumkonzepte. Neben den Informationen zur geplanten Technik,
Signallaufplinen und Materiallisten spielt die anschauliche Darstellung
eine entscheidende Rolle. Um darzustellen, wie die Medientechnik in
die Riume integriert wird, werden diese in 3D visualisiert. Unterschied-
liche Ansichten — wie etwa Draufsichten fiir eine schnelle Ubersicht der
verbauten Komponenten oder Perspektiven aus der Sicht der Studieren-
den bzw. Lehrenden — verdeutlichen die Raumnutzung und férdern eine
klare Kommunikation. Gleichzeitig kénnen die dem 3D-Modell hinzu-
gefligten technischen Gerite fiir die Erstellung von Signallaufplinen
und Materiallisten genutzt werden.

Ein Beispiel fiir ein solches Konzept ist ein hybrider Seminarraum, der
speziell fiir standortiibergreifende Gruppenarbeiten entwickelt wurde
und fiir verschiedene hybride Lehr- und Lernszenarien optimale Be-
dingungen bietet. Ein dhnlicher Raum, der , Flexpool“ am Institut fiir
Bibliotheks- und Informationswissenschaft der HU, wurde bereits um-
gesetzt und hinsichtlich der hybriden Anforderungen verbessert und
weiterentwickelt. Deckenmikrofone, Kameras und Lautsprecher bilden
das technische Fundament fiir eine nahtlose Kommunikation zwischen
Studierenden vor Ort und externen Teilnehmenden.

Die Besonderheit dieses Raumes liegt in seiner Gestaltung: Mehrere
runde Tische dienen als Arbeitsinseln, die sowohl fiir Einzel- als auch
fuir Gruppenarbeiten genutzt werden kénnen. An den Winden sind
Touchdisplays angebracht, auf die die Studierenden ihre Ergebnisse
drahtlos tibertragen und prisentieren konnen. Die Steuerung von Ton,
Kamera und Videosignalen erfolgt iiber eine zentrale Mediensteue-
rung am Dozierendenpult. So kénnen beispielsweise die Inhalte eines
Touchdisplays schnell und unkompliziert auf andere Displays im Raum
gespiegelt oder fiir externe Teilneh-

mende in Videokonferenzen geteilt

werden. Erst durch diese medien-

technische Infrastruktur wird die

Umsetzung eines hybriden Lehr-

szenarios in vollem Umfang mog-

lich.

Abb. 1: Raumkonzept fir hybride
Lehre - Beispiel fir einen hybriden
kollaborativen Seminarraum

Lehren und Lernen 1 5
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Lehren und Lernen

Kamerasteuerung per
Audiotracking im Erwin-
Schrédinger-Zentrum

>> Andreas Goroncy
Computer- und Medienservice,
Digitale Medien und Clients

In der letzten Broschiire haben wir das Kameratracking in den Hoérsélen
im Erwin-Schrédinger-Zentrum auf Basis von Laser-Sensoren vorgestellt.
Beim Umbau des Konferenzraums sollte ein anderer Ansatz getestet
und umgesetzt werden: Das Kameratracking sollte mittels eines Decken-
mikrofons flir Veranstaltungen und Workshops und zusitzlich iiber ein
Setting mit Tischmikrofonen, z. B. fiir Sitzungen des Akademischen
Senat (AS), erfolgen.

Die Digitalisierung macht auch vor der Medientechnik nicht halt, mit der
Ubertragung von Audio- und Videodaten {iber das Netzwerk (AVoverIP)
etabliert sich dort ein neuer Standard. Zeit also, gemeinsam mit dem
Team Network Operations Center (NOC) einen Raum auf AVoverIP-Basis
umzuriisten. Zusammen mit dem Vorhaben, andere Kameratracking-
moglichkeiten zu erproben, sollte die notwendige Erneuerung der Me-
dientechnik im Konferenzraum angegangen werden.

Vorab wurden folgende Anforderungen definiert: ein Multi-Kamera-Set-
ting, bei dem die Kameras moglichst schwenken, ohne dass der Schwenk
im Bild sichtbar ist und dann erst der Schnitt auf die jeweilige Kamera
erfolgt. Die Position der Sprechenden soll automatisch erfasst werden,
die Erkennung und Erfassung von Zonen wie Bithne, Pult oder Prisen-
tationstisch wurde als ausreichend definiert. Fiir den AS soll zudem ein
Tracking tiber die Sprechstelle der Konferenzanlage moglich sein und
alle Personen sollen dabei immer méglichst von vorne mit der Kamera
aufgenommen werden.

Lehren und Lernen
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Aufgrund der Deckenhéhe von 5,75 m war zunichst nicht sicher, ob das
Audiotracking mit einem Deckenmikrofon bei gleichzeitiger Beschallung
des Saales zuverlissig funktioniert. Durch einen Testaufbau zusammen
mit dem Mikrofonhersteller konnten die baulichen und technischen Vor-
aussetzungen vorab gepriift werden.

Mit dem System Q-SYS von der Firma QSC wurde dabei eine Lésung ge-
funden, die die gewiinschten Anforderungen erfiillt. Die softwarebasierte
Plattform bietet die notwendige Flexibilitit bei der Programmierung der
Steuerung und der Einbindung von Drittgerdten. Die veraltete Technik
wurde bei dem Umbau entfernt, zum Einsatz kommen jetzt vor allem
Switche aus der Netzwerktechnik, gleichzeitig wurden die Kabelstrecken
erneuert. Durch die Nutzung von nun drei statt zwei Kameras konnte
der Rundumblick im Raum auch weitestgehend umgesetzt werden.

Auf der Biihne wird jetzt vom Deckenmikrofon die Position der Sprechen-
den erkannt und ein vorab festgelegtes Preset angefahren, der Publikums-
bereich kann wahlweise ebenfalls beriicksichtigt und getrackt werden
oder aber vollstindig deaktiviert bleiben. Zwar ist je nach Position noch
gelegentlich das Schwenken der Kamera sichtbar, dies wurde aber auf
ein Minimum reduziert. Neben diesem Automatikmodus konnte auch
ein manueller Modus umgesetzt werden, bei dem die drei Kameras tiber
die Mediensteuerung geschwenkt und gezoomt und erst per Knopfdruck
in der Videokonferenz oder Aufzeichnung tibertragen werden.

Fur den AS konnte die Vorgabe vollstindig umgesetzt werden. Wird eine
der Kameras nicht benétigt, zoomt die Kamera wieder heraus und filmt
die Totale. Muss die aktive Kamera schwenken, um eine weitere Position
anzufahren, wird erst eine Totale als Zwischenbild tibertragen und an-
schlielend werden wieder die Sprechenden tibertragen. Dies sorgt trotz
der vollstindigen Automatisierung fiir dynamische Schnitte, benétigt
allerdings auch eine gewisse Sprech- und Mikrofondisziplin.

Der Umbau des Konferenzraumes ermdglicht es zukiinftig, auch kom-
plexe Szenarien zu automatisieren. Q-SYS als Plattform bringt den CMS
zusitzlich in die Position, das System anzupassen und stetig zu verbes-
sern. Auflerdem ist im Rahmen des Umbaus noch einmal tiber das
Design der Mediensteuerung nachgedacht worden und ein erster Proto-
typ mit dem Fokus auf Presets und eine vereinfachte Steuerung wurde
erstellt, der als Grundlage fiir die Anpassung aller Mediensteuerungen
auf dem Campus Adlershof genutzt werden kann.

Abb. 1: Der Konferenzraum (links) im Erwin-Schrddinger-Zentrum in Adlershof. Das
Deckenmikrofon (rechts) kann die Kamera (mittig) steuern. Fotos: Andreas Goroncy
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Forschung

Zur Entwicklung einer
HU-Digitalisierungs-
strategie

>>  Dr. Maik Bierwirth

>> Dr.Denise Jackel
Computer- und Medienservice,
Organisation und Projekte

>> Malte Dreyer
Direktor,
Computer- und Medienservice

>> Dr.Uta Sommer
Personliche Referentin des
Vizepréasidenten for Forschung

In den vergangenen Jahren hat die Humboldt-Universitit zu Berlin (HU)
eine Reihe von Digitalisierungsvorhaben erfolgreich umgesetzt, insbe-
sondere wihrend der Pandemie mit der schnellen und nachhaltigen Um-
stellung auf Digitale Lehre und der Etablierung von HDL3, einer integ-
rierten digitalen Lehr- und Lernlandschaft. Auch in anderen Bereichen
wurden grofRangelegte Verinderungen bewirkt, von der Umstellung auf
SAP als Verwaltungssoftware tiber MafRnahmen zur Cybersicherheit

bis hin zur Etablierung des zentralisierten Angebots fiir High Perfor-
mance Computing mit HPC@HU.
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Allerdings stehen viele weitere Herausforderungen im Umfeld der Digi-
talisierung an, die anhand einer systematischen Digitalisierungsstrategie
adressiert werden sollen. Diese reichen von technologischen Neugestal-
tungen wie der Einfithrung von HISinOne als Campus-Managementsys-
tem oder des Dokumentenmanagementsystems tiber die weitere Imple-
mentierung nicht-kommerzieller KI-Tools an der HU bis hin zu einem
umfassenden Kulturwandel, der alle Ebenen der Universitit durchdringt.

Der aktuell giiltige, im Februar 2024 unterzeichnete Hochschulvertrag
fordert die Berliner Hochschulen dazu auf, , Eckpunkte fiir eine profil-
entsprechende Digitalisierungsstrategie“ ! zu entwickeln. Im Herbst
2024 und Anfang 2025 wurde daher durch den CMS und das Prisi-
dium ein solches Eckpunktepapier fiir die Digitalisierung an der HU
Berlin erarbeitet, das die Bereiche Studium und Lehre, Forschung
und Forschungsinfrastruktur, Verwaltung, Infrastruktur und Services
sowie Transfer einbezieht. Auf Basis bereits bestehender Aktivititen
wurden die Schwerpunkte und Ziele fiir die kommenden Jahre defi-
niert, um den kontinuierlichen Prozess und die weiteren Ausbaube-
darfe steuerbar zu machen:

1. Das Handlungsfeld Studium und Lehre umfasst Themen wie das
Campus-Management-System (CaMS), den Ausbau der digitalen
und hybriden Lehre, neue digitale Priffungsformen, eine KI-gestiitz-
te Priifungs- und Feedbackkultur, die Stirkung digitaler Kompeten-
zen und Medienbildung sowie ein foderatives Identititsmanagement
und die Steigerung standortiibergreifender Lehrkooperationen.

2. Im Bereich Forschung und Forschungsinfrastruktur stehen die Er-
weiterung der Forschungsaktivititen in Zukunftstechnologien wie
Quantenforschung, Materialforschung, Big Data und KI sowie die
Kooperation und Etablierung gemeinsamer Ressourcen im Fokus.
Zudem werden der Ausbau von Forschungsinfrastrukturen, die Wei-
terentwicklung der HPC-Strategie, Open Science, die fortschreitende
Ausdifferenzierung des Forschungsdatenmanagements, die Beteili-
gung an der Nationalen Forschungsdateninfrastruktur (NFDI) und
die Weiterentwicklung des Forschungsinformationssystems (HU-
FIS) adressiert.

3. Im Bereich Verwaltung, Infrastruktur und Services werden die
ressortiibergreifende Digitalisierung, die Weiterentwicklung der
gesamtuniversitiren digitalen Infrastrukturen und Verwaltungssys-
teme, die Organisationsentwicklung, die Verstindigung tiber die
Anforderungen an mobiles und neues Arbeiten sowie die Archi-
vierung und Sicherung digitaler Verwaltungsunterlagen behandelt.
Auflerdem widmet sich die HU der Weiterentwicklung der Campus-
Card, der Stirkung des infrastrukturellen Austauschs
in der BUA, der Entwicklung eines IT-Sicherheitsmanagementsys-
tems (ISMS), der digitalen Souverinitit und der Umsetzung einer
Cloud-Strategie.

4. Im Handlungsfeld Transfer geht es um die Verwertung von For-
schungsergebnissen und Innovationen, die Stirkung der Zusam-
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menarbeit von Wissenschaft, Wirtschaft und Gesellschaft sowie
das Projekt UNITE — datengetriebene Weiterentwicklung durch ein
Innovations- und Griinderzentrum fiir die Hauptstadtregion.

5. Die Querschnittsfelder umfassen KI-Anwendungen — mit dem
weiteren Ausbau der datenschutzkonformen KI-Infrastruktur und
der Priifung der Einfithrung von Kl-basierten Systemen im Bereich
der Verwaltung — sowie Digitale Kompetenz und Weiterqualifizie-
rung mit der Férderung der digitalen Kompetenz aller Mitglieder
der Universitit und dem Ausbau der kompetenten Beratung zum
Einsatz von IT-Tools.

Digitalisierungsvorhaben erfordern hiufig eine ressortiibergreifende
Umsetzung und gehen mit unterschiedlichen Anforderungen fiir
Forschung, Lehre und Verwaltung einher. Dabei miissen verschiede-
ne Einheiten sowohl technisch als auch strukturell-organisatorisch
miteinander vernetzt werden. Daher ist es notwendig, dass neben dem
Computer- und Medienservice alle Einrichtungen der Universitit,
sowohl auf zentraler als auch dezentraler Ebene, entsprechend invol-
viert werden. Die universititsweite Verstindigung und Akzeptanz von
Standards ist ohnehin ein wichtiger Meilenstein bei jeder Prozess-
Erneuerung. Die digitale Transformation der HU als komplexer Or-
ganisation kann entsprechend nur gelingen, wenn alle Akteur:innen
eine gemeinsame Vision verfolgen.

Zudem erfordert das breite Themenspektrum im Bereich der Digita-
lisierung zur Bearbeitung und Umsetzung erhebliche finanzielle und
personelle Ressourcen und mitunter Kompetenzen, die bislang nicht
vorliegen oder ausreichend entwickelt sind. Externe Dienstleistung
und Beratung kénnen bei der Umsetzung unterstiitzen. Dennoch
erfordert der Aufbau neuer Kompetenzen und Services eine Organi-
sationsentwicklung, in deren Zuge entschieden wird, welche davon
langfristig aufgebaut werden miissen und welche Aufgaben durch
externe Dienstleister:innen temporir iibernommen werden kénnen.
Um eine nachhaltige Uberfithrung in den Betrieb und das Leistungs-
portfolio zu gewihrleisten, bedarf es einer Priorisierung der grofden
Digitalisierungsprojekte iiber eine transparente Roadmap, die interne
Bedarfe und Ressourcen, gesetzliche Rahmenbedingungen sowie In-
novationen im Bereich der Softwarelosungen berticksichtigt. Im Laufe
des Jahres 2025 soll die Digitalisierungsstrategie daher innerhalb der
HU weiter diskutiert und eine Priorisierung vorgenommen werden.

1 zitiert nach: ,Hochschulvertrag 2024-2028 Humboldt-Universitét zu Berlin inkL.
Anlagen*, S. 25. Online verfighar unter: https://www.berlin.de/sen/wissenschaft/
politik/hochschulvertraege/hochschulvertrag-2024-2028-02-hu-inkl-anlagen.
pdf?ts=1711017429
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>> Landespolitischer Kontext: Der Hochschulvertrag fir die Jahre 2024

bis 2028 sieht vor, dass die Berliner Hochschulen und die Charité
jeweils Eckpunkte einer Digitalisierungsstrategie entwickeln, auf
deren Grundlage sie bis Mitte des zweiten Vertragsjahres dann gemein-
schaftlich einen Vorschlag fir hochschuliibergreifende Eckpunkte
und Kooperationsfelder erarbeiten. Dabei soll insbesondere eine
gemeinsame Ressourcennutzung geprift werden, bspw. mit Blick auf
die infrastrukturelle Weiterentwicklung, die IT-Sicherheit oder digitale
Prifungen bzw. E-Assessments. Ziel ist es, zusammen mit dem Land
Berlin ein ,ibergeordnetes Digitalisierungsleitbild fir den gesamten
Hochschul- und Wissenschaftsstandort zu entwickeln.

Vor dem Hintergrund der Kirzungen des Landeshaushalts durch den
schwarz-roten Senat und die Einschnitte bei den Hochschulen fir 2025
und die kommenden Jahre haben sich die Rahmenbedingungen nun-
mehr deutlich gedndert. Da auch die Ergebnisse fir eine Nachverhand-
lung der Hochschulvertrage aktuell (Stand: Marz 2025) noch nicht fest-
stehen, ist bei der Arbeit an abgestimmten, gemeinsamen Digitalisie-
rungszielen eine Verzogerung zu erwarten. Dennoch wird die hochschul-
ubergreifende digitale Transformation auch kiinftig von groer Bedeu-
tung sein. Denn Kooperation ist, gerade in Zeiten knapper Mittel und
permanent wachsender IT-Bedarfe, die beste Strategie, um vom gegen-
seitigen Wissen zu profitieren, Synergien zu erzeugen und Infrastruktu-
ren, Services und Dienste effizienter nutzen zu kdnnen. Im Rahmen

des Exzellenzverbunds Berlin University Alliance (BUA)® sowie der landes-
geférderten Berliner Qualitdts- und Innovationsoffensive (QI0)* wurden
dazu bereits einige Schritte unternommen, etwa im QI0-Projekt [DM.
Berlin zum Identitdtsmanagement oder mit dem BUA-Vorhaben
OpenlRIS fir den Zugang zu Forschungsressourcen in Richtung eines
integrierten Forschungsraums.

2 ,Hochschulvertrag 2024-2028 Humboldt-Universitat zu Berlin inkl. Anlagen®, S. 25

3 vgl. https://www.berlin-university-alliance.de/commitments/sharing-resources/
index.html

4 vgl. https://www.hu-berlin.de/de/einrichtungen-organisation/leitung/lehre-studi-
um/qualitaets-und-innovationsoffensive-gio-1/projekte-aus-der-gio
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Forschung

RDMO fiir die etfiziente
Erstellung von Daten-
managementplidnen in
der Forschung

>>  Dr.-Ing. Fadwa Alshawaf
Computer- und Medienservice,
Organisation und Projekte

Mit den wachsenden Anforderungen an Datenqualitit, Nachvollziehbar-
keit und Transparenz gewinnt das Forschungsdatenmanagement (FDM)
an Hochschulen und Forschungseinrichtungen weiter an Bedeutung.
FDM umfasst alle Malnahmen und Strategien, die zur systematischen
Handhabung von Forschungsdaten erforderlich sind. Dazu gehéren
Planung, Erhebung, Dokumentation, Speicherung, Analyse, Veroffent-
lichung und Langzeitarchivierung. Ziel ist es, Daten nachhaltig nutzbar
zu machen und sie den FAIR-Prinzipien entsprechend auffindbar, zu-
ginglich, interoperabel und nachnutzbar zu gestalten.

Eine der Best Practices im FDM ist die Erstellung von Datenmanage-
mentpldnen (DMPs). Ein gut strukturierter DMP sorgt innerhalb eines
Forschungsprojekts fiir Transparenz bei der Erhebung und Nutzung
von Daten, definiert Verantwortlichkeiten und stellt sicher, dass die Da-
ten nachhaltig nutzbar bleiben. Zudem erfiillen DMPs die Anforderun-
gen vieler Forderinstitutionen, die diese Dokumente inzwischen als Vo-
raussetzung fiir die Projektfinanzierung einfordern und deren Qualitit
bei der Begutachtung von Forderantrigen stirker beriicksichtigen.

Bisher basierte die Erstellung von DMPs an der HU vorwiegend auf sta-
tischen Textvorlagen. Um diesen Prozess zu verbessern, wurde RDMO
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(Research Data Management Organizer) im Jahr 2024 vom CMS als zen-
trales Tool eingefiihrt.

RDMO ist ein webbasiertes Open-Source-Tool, das Forschende bei der
Planung und Organisation ihres Datenmanagementplans unterstiitzt.
Es bietet eine interaktive Plattform mit strukturierten Fragen, Hilfetex-
ten, Leitlinien und anpassbaren Vorlagen. Dadurch werden alle relevan-
ten Aspekte eines DMPs abgedeckt, wihrend der Aufwand fiir manuelle
Anpassungen minimiert wird. Die flexiblen Vorlagen ermdglichen eine
standardisierte und nachvollziehbare Dokumentation, die individuell an
Projektanforderungen angepasst werden kann.

Dariiber hinaus erleichtert RDMO die Integration, Aktualisierung und
kollaborative Bearbeitung von DMPs und macht den Planungsprozess
effizienter und flexibler. Das Tool kann spezifisch auf die Anforderun-
gen von Projekten oder Einrichtungen zugeschnitten werden. Wenn der
DMP fertiggestellt ist, kann er im Rich-Text-, PDF- oder LaTeX-Format
exportiert und dem Forschungsantrag beigefiigt werden.

Nutzer:innen kénnen sich tiber Single-Sign-On (SSO) via Shibboleth
anmelden. Zu den Verwaltungsfunktionen gehéren das Bearbeiten von
Projektinformationen und -katalogen, die Organisation iibergeordneter
Projekte, das Hinzufiigen von Teammitgliedern sowie das Loschen von
Projekten (siehe Abbildung). Zusitzlich konnen Snapshots erstellt wer-
den, um Sicherungen der Projektdaten anzulegen.

Fir Datenaustausch und Weiterverarbeitung bietet RDMO flexible Ex-
portoptionen in Formaten wie XML, CSV und JSON. Externe Daten kon-
nen problemlos durch Datei-Import integriert werden.

Das FDM-Team am CMS bietet Forschenden Schulungen und indivi-
duelle Beratung an, um eine reibungslose und effiziente Nutzung von
RDMO sicherzustellen.

Hauptfunktionen Tools Integration

« Interaktive DMPs + SSOHU * API-Support

» Anpassung der « Snapshots « DMP-Import
Fragenkataloge » Team-Kollaboration « Export: XML, JSON,

« Hilfetexte * Rollenanpassung CSV, PDF, RTF,

+ Compliance mit « Fortschrittsanzeige Latex

FDM-Policies der HU

Abb. 1: RDMO-Funktionen

Link zum Tool: https://rdmo.hu-berlin.de/
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Forschung

OpenlRIS - eine Platt-
form fiir den einfachen
Zugang zu Forschungs-
ressourcen

>>  Miriam Lohr
Servicezentrum Forschung (SZF)

Um die Sichtbarkeit von wichtigen Forschungstechnologien der Hum-
boldt-Universitit (HU) zu erhéhen und den Zugang zu diesen zu er-
leichtern, wird an der HU ein neues Tool eingefiihrt: OpenIRIS.
OpenlRIS ist eine cloudbasierte Buchungs- und Managementplattform
fiir Forschungsinfrastrukturen, die gleichzeitig einen umfassenden Uber-
blick tiber vorhandene Infrastrukturen der Universitit ermdglicht.
Wissenschaftler:iinnen kénnen sich auf der Plattform tiber diese infor-
mieren, die Nutzung anfragen, Nutzungszeiten buchen sowie eigene
Technologien teilen. Dariiber hinaus optimiert OpenIRIS die Verwal-
tung der Forschungstechnologien, sodass diese bestméglich ausgelastet
werden konnen.

An der HU wird derzeit ein universititseigenes OpenIRIS-Portal aufge-

baut. Dies wird den Forschenden sowie den Arbeitsgruppen, welche die

Technologien verwalten, vielfiltige Vorteile bieten:

« zentrale Anlaufstelle fiir komplexe, moderne Technologien der For-
schung fiir alle HU-Mitglieder

o Erhchung der Sichtbarkeit von Technologien mit der Moglichkeit,
diese zielgruppenspezifisch zu regulieren (z. B. HU-intern vs. HU-
extern)

o Strukturierung und Dokumentation von Nutzungsanfragen iiber
angepasste standardisierte Formulare

o Etablierung fester Workflows innerhalb der Arbeitsgruppen fiir die
Geridtenutzung (z. B. Schulungen neuer Nutzender vor Freigabe des
Buchungskalenders)

Forschung
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» Reduzierung des Arbeitsaufwands und erhshte Transparenz durch
selbststindige Kalenderbuchungen der Gerite durch die Forschenden
o Vernetzung der Forschenden innerhalb des Forschungsraums Berlins

Einfli_ihrung von OpenlIRIS an der Humboldt-Universitat zu
erlin

Die Einfiihrung von OpenlIRIS an der HU erfolgt in drei strategischen
Phasen: In Phase I wird ein Geritekatalog auf der Plattform aufgebaut,
um eine zentrale Informationsquelle tiber die vorhandenen Forschungs-
gerite zu schaffen, die bereits innerhalb der HU geteilt oder fiir eine
gemeinsame Nutzung zur Verfligung gestellt werden kénnten. Dieser
Katalog ermdglicht es den Forschenden der HU, schnell und einfach das
passende Gerit zu finden und Kontakt mit der zustindigen Arbeitsgrup-
pe aufzunehmen. Parallel dazu evaluieren Pilotgruppen in Phase II die
Buchungs- und Verwaltungsfunktionen von OpenIRIS anhand vorhan-
dener Technologien. Ziel ist es, Best Practices zu entwickeln und sicher-
zustellen, dass alle benétigten Funktionen reibungslos funktionieren.

In Phase III wird OpenlIRIS schrittweise fiir die gesamte HU ausgerollt.
Mit Abschluss dieser Phase steht allen Mitgliedern der HU eine Platt-
form zur Verfligung, die nicht nur einen unkomplizierten Zugang zu
Forschungstechnologien bietet, sondern auch deren effiziente Verwal-
tung ermoglicht.

OpenlRIS und die Berlin University Alliance

Die Einfiihrung von OpenlIRIS an der HU wird durch die Berlin Univer-
sity Alliance (BUA) gefordert, mit dem Ziel, Forschungsinfrastrukturen
innerhalb der BUA sichtbar und, wenn moglich, zuginglich zu machen.
Derzeit entsteht parallel ein {ibergeordnetes OpenIRIS-Portal der BUA,
in welchem sowohl das OpenIRIS-Portal der HU als auch die OpenIRIS-
Portale der anderen BUA-Partnerinnen verlinkt sind. Durch die Verlin-
kung der Portale kann das OpenlRIS-Portal der BUA zukiinftig als ,single-
point of entry“ genutzt werden, um sich tiber vorhandene Forschungs-
infrastrukturen im Forschungsraum Berlin zu informieren, ohne dass
die Anbietenden von Technologien Inhalte doppelt verwalten miissen.

Das OpenlRIS-Portal der HU erreichen Sie unter folgendem
Link: www.openiris.hu-berlin.de.

Bei Fragen zu OpenlRIS kdnnen Sie sich gerne an die folgen-
de E-Mail-Adresse wenden: open.iris@hu-berlin.de

Gefordert durch die
Berlin University Alliance ™ &

Forschung
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Forschung

IZ Digitalitit und digitale
Methoden am Campus
Mitte: Forschungsinfra-
struktur und -netzwerk

>>  Dr. Carolin Odebrecht
Sprach- und literaturwissenschaftliche Fakultat
Institut fur deutsche Sprache und Linguistik

»»  Prof. Dr. Roland Meyer
Sprach- und literaturwissenschaftliche Fakultét
Institut fur Slawistik und Hungarologie

» Prof. Dr. Torsten Hiltmann
Philosophische Fakultat
Institut fir Geschichtswissenschaften

Digitalitit und digitale Methoden veridndern die Gesellschaft, Kultur,
Medien, Arbeit, Bildung sowie die Forschung selbst. Das Interdisziplini-
re Zentrum fiir Digitalitit und digitale Methoden am Campus Mitte (IZ
D2MCM, Forderstart 07/2023) erforscht wesentliche Zukunftsthemen
wie Epistemologie der Digitalitit, Kiinstliche Intelligenz oder Research
Data und Software Engineering als interdisziplinire Schwerpunkte mit
Forschenden und Lehrenden sowie Studierenden an der HU. Mit mehr
als 50 Mitgliedern baut das IZ dafiir eine Forschungsinfrastruktur auf,
veranstaltet Netzwerkveranstaltungen sowie Workshops' und organisiert
Arbeitsgruppen? fiir die digitalen Geistes-, Kultur- und Sozialwissen-
schaften.

Die interfakultire und interdisziplinir sehr breit aufgestellte Struktur des
IZ D2MCM - mit der Sprach- und literaturwissenschaftliche Fakultit, der
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Philosophischen Fakultit, der Wirtschaftswissenschaftlichen Fakultit, der
Juristischen Fakultit, der Theologischen Fakultit, der Kultur-, Sozial-, Bil-
dungswissenschaftlichen Fakultit und dem Berliner Institut fiir Islami-
sche Theologie — trigt zum Erfolg bei: messbar etwa anhand einer aktiven
Zentrumsstruktur?, mehr als 15 Veranstaltungen rund um Digitalitit und
digitale Methoden, sowie 30 Arbeitsgruppentreffen. Die Arbeitsgruppen
sind ein wichtiges Element zur Schwerpunktbildung am Zentrum: In der
AG Lektiire- und Schreibwerkstatt wird das Epistem Digitalitit erforscht.*
Die AG Git organisierte einen Nutzer:innen-Workshop zum kollabora-
tiven Arbeiten mit dem HU-GitLab.’ Die AG Digital/Data/AI Literacies
erarbeitet einen modellbasierten Selbsttest fiir Kompetenzen im Bereich
der Digital, Data und AI Literacy.® Die AG Large Language Models erstellt
ein chronosensitives Sprachmodell fiir verschiedene Zukunftsthemen
und -szenarien der Geisteswissenschaften.” Gleichzeitig bietet das IZ
D2MCM Projekten wie AI-Skills®, Kompetenzwerkstatt Digital Humani-
ties’ oder Quadriga'® einen gemeinsamen kollaborativen Rahmen fiir die
digitalen Geistes-, Kultur- und Sozialwissenschaften an der HU Berlin.
Kooperationen mit dem CMS, dem Servicezentrum Forschung und der
Universititsbibliothek sind zentral, um die notwendige Forschungsinfra-
struktur sehr gut vernetzt und nachhaltig aufzubauen. Die Zusammen-
arbeit hinsichtlich Forderstrategien, IT-Infrastruktur und administrativen
Querschnittsthemen spielt dabei eine wesentliche Rolle, nicht zuletzt

im Kontext der Berlin University Alliance, wo wir als IZ im Bereich der
Forschungsdateninfrastrukturen und des Open Access Publishing unsere
Expertise einbringen konnten. Den Aufbau der sozialen interfakultiren
Forschungsinfrastruktur gestaltet das IZ zukunftsorientiert mit einer
nachhaltigen administrativen und IT-Infrastruktur. Die Webseite als zen-
trales Kommunikationsmittel, die mit Werkzeugen des CMS aufgebaut
wird, ist dafiir ein gutes Beispiel.

Nichste Aktivititen liegen in Impulsveranstaltungen zu Kinstlicher Intel-
ligenz und Social Media, dem Ausbau des Netzwerks Research Institu-
tions in Digital Social and Cultural Studies and Humanities (RIDSCH)
sowie im Ausbau der Férderung von Retreats und Austauschformaten
sowie der Etablierung des Informations- und Beratungsangebots.

Mit diesen vielfiltigen Aktivititen will das IZ D2MCM das Thema Digi-
talitit und digitale Methoden in der Forschungslandschaft in der HU ver-
ankern und dazu beitragen, dass die grofen Forschungspotentiale in den
digitalen Geistes-, Kultur- und Sozialwissenschaften innovativ eingesetzt
und ausgebaut werden koénnen.

1 https://izd2m.hu-berlin.de/events.html

2 https://izd2m.hu-berlin.de/workinggroups.html

3 https://izd2m.hu-berlin.de/members/members.ntml

4 https://izd2m.hu-berlin.de/blog-posts/2024/11/01/retreat-digitality.html

5 https://izd2m.hu-berlin.de/events/2024-12-04-workshop-wg-git.html

6 https://izd2m.hu-berlin.de/blog-posts/2024/11/01/bp-wg-literacy-meeting.html

7 https://izd2m.hu-berlin.de/wg/LLM/LLM_about.html

8 https://ai-skills.hu-berlin.de/

9 https://blogs.hu-berlin.de/furesh/

10 https://www.ibi.hu-berlin.de/de/forschung/information_retrieval/projekte-
aktivitaeten/quadriga

11 https://izd2m.hu-berlin.de/events/2025-01-24_netzwerkevent-ridsch.ntml
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Das Interdisziplinire
Zentrum (IZ)
GreenCompute

>> Malte Dreyer
Direktor
Computer- und Medienservice

>> Daniel Rohde,

>>  Sebastian Tiesler
Computer- und Medienservice
Digitale Infrastruktur und Betrieb

>> Prof. Dr. Ulf Leser
Mathematisch-Naturwissenschaftliche Fakultat
Institut fir Informatik

»»  Prof. Dr. Dr. h.c. Claudia Draxl
Mathematisch-Naturwissenschaftliche Fakultat
Institut fur Physik

Das interdisziplinire Zentrum GreenCompute — Center for Saving
Energy in Large-Scale Data Analysis and HPC zielt darauf ab, in Zu-
sammenarbeit mit allen Fakultiten der HU die Energieeffizienz in
groflen Datenanalysen und im Hochleistungsrechnen (HPC) zu ver-
bessern. Das IZ fufdt dazu auf zwei Standbeinen, die kontinuierlich
zusammenwirken: einem Research Track, der sich der origindren,
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facheriibergreifenden Forschung zu energieeffizientem Computing wid-
met, und einem Transfer Track, der die Einfithrung dieser Technologien
an den Rechenzentren der HU f6rdert. Dazu wird GreenCompute das
Bewusstsein fiir das Thema u. a. durch Veranstaltungen, Workshops
und Leitfiden fiir energieeffizientes IT-Management férdern und die
Vernetzung mit weiteren Standorten im Rahmen der BUA und dartiber
hinaus (z. B. Max Delbriick Center, Zuse-Institut Berlin) intensivieren.
Die Férderung des IZ ist zunichst bis 2028 vorgesehen.

Uber das 1Z

Das Zentrum ist an der Mathematisch-Naturwissenschaftlichen Fakul-
tat in Kooperation mit dem Computer- und Medienservice beheimatet,
kooperiert aber intensiv auch mit anderen Fakultiten, etwa den Wirt-
schaftswissenschaften und den Sprach- und Literaturwissenschaften. Es
wird fachlich am CMS-betriebenen HPC@HU-Dienst angesiedelt und
bildet einen wichtigen Bestandteil des Klimaschutzplans der Univer-
sitit. Sprecher:innen sind Prof. Ulf Leser, Institut fiir Informatik, und
Prof. Claudia Draxl, Institut fiir Physik.

Das GreenCompute-Zentrum widmet sich der Erforschung und Umset-
zung von Mafinahmen zur Energieeinsparung in groflen Rechenclus-
tern und HPC-Umgebungen. Dabei wirken Expert:innen fiir energie-
effiziente Datenanalyse bzw. HPC zusammen mit Forschenden aus
anderen Disziplinen, die fiir ihre wissenschaftliche Arbeit auf solche
Dienste angewiesen sind. Die Hauptziele sind eine umfassende Heran-
gehensweise an die Energieeffizienz, die Bewusstseinsbildung, die Ver-
meidung redundanter Berechnungen und die Entwicklung innovativer
Lésungen. Zu den Forschungsschwerpunkten gehéren:

« energieeffiziente KI-Technologien

« energieeffiziente Optimierungs- und HPC-Methoden

« energieeffiziente Cluster- und Datenverwaltung sowie die Optimie-
rung von Serverumgebungen zur Reduzierung des Energieverbrauchs

« energieeffiziente Algorithmen und die Entwicklung von Scheduling-
Methoden zur Verringerung der CO2-Produktion

Zur Identifizierung der Hauptquellen fiir Kohlenstoffemissionen soll
ein Dashboard entwickelt werden, mit dem der Energieverbrauch
universititsweit auf verschiedenen Ebenen erfasst und der Datenanalyse
zuginglich gemacht wird. Auf dieser Basis wird ein Umfeld geschaffen,
in dem Energiekonsum integraler Bestandteil der Planung und Bewer-
tung von Forschungsprojekten ist.

Ein wichtiger Baustein fiir das IZ ist dabei der Aufbau einer Commu-
nity zur Forderung des Bewusstseins fiir energieeffizientes Rechnen.
Die Erfahrungen aus dem IZ sollen auch bei der Implementierung und
Bewertung von Strategien zur Reduktion des Energieverbrauchs helfen
und dadurch Forschungsprojekte bei diesem Aspekt ganz konkret
unterstiitzen.

Forschung
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DFG-Forderprogramme
fur I'T- und Medien-
zentren — ein Uberblick

> Dr.Maik Bierwirth
Computer- und Medienservice
Organisation und Projekte

Die Deutsche Forschungsgemeinschaft (DFG) ist hierzulande die wich-
tigste und grofite Quelle der wissenschaftlichen Drittmittelférderung. Sie
unterteilt ihre Férderportfolio nach verschiedenen Férderriumen, genau
genommen nach: Person, Thema, Forum oder Infrastruktur (sieche Abb.
1). Vor allem die Férderprogramme im Bereich der (Forschungs-)Infra-
struktur wurden in den vergangenen Jahren deutlich erweitert, um der
beschleunigten Digitalisierung und den Entwicklungen wie Vorausset-
zungen digitaler Forschungsmethoden besser Rechnung zu tragen. Doch
auch der Rahmen thematischer Forschungs-Grofivorhaben wurde um
Forderanteile digitaler Informationsinfrastruktur (IIS) erweitert, so dass
eine aktive Beteiligung universitirer Rechenzentren an derlei Verbundan-
trigen und bewilligten Grof3projekten naheliegt — beispielsweise in den
INF-Projekten als Bestandteil von Sonderforschungsbereichen (SFBs)
bzw. Transregios.

Im Bereich der ,Wissenschaftlichen Literaturversorgungs- und Informa-
tionsinfrastrukturen® (LIS) sind seit 2022 zwei neue Forderlinien hinzu-
gekommen: ,Verantwortung fiir IIS gemeinsam organisieren (VIGO)“
sowie , Forschungssoftwareinfrastrukturen®. Die bereits linger bestehen-
den Programme fiir ,e-Research-Technologien“ und , IIS fiir Forschungs-
daten” wurden ebenfalls angepasst und erweitert. Auffillig ist die stir-
kere Betonung von Organisations- und Betriebsmodellen, um die Infra-
strukturen nachhaltig und im Verbund zu betreiben, auch jenseits der
Drittmittelférderung. Bekanntermaflen sind spitestens bei Hosting, Ad-
ministration und Support von derlei Plattformen oder Systemen in der
Regel die zentralen Service-Einrichtungen der Hochschulen gefragt, also
die IT-Zentren oder Bibliotheken (UBs). Umso sinnvoller erscheint es,
dass diese sich von Beginn an auf Augenhéhe mit der Wissenschaft an
den Vorhaben beteiligen.
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Antrag-

Projektantrage Verbundprojektantrége

stellende von Personen von Organisationen Preise
5 Infra- Infra-

Férderraum Person Thema Forum s Thema Forum sl Person
Forderinstru- Walter Einzelprojekte Kolleg- Neue Gerdte fir | Sonder- (Internationale) | Forschungsgrofi- | Gottfried
mente Benjamin- . Forschungs- die Forschung forschungs- Graduierten- gerate Wilhelm Leibniz-

Programm Reinhart gruppen ) bereiche / kollegs . Preis
Koselleck- Fachinforma- Transregios Grofigerate-

Forschungs- Projekte Wissenschaft- | tionsdienste fir DFG-For- Initiativen Heinz Maier-

stipendien liche Netzwerke | die Wissenschaft schungszentren . Leibnitz-Preis
Antragspakete Gerdtezentren

Emmy Noether- Nachwuchs- Informations- Forschungs- Communicator-

Programm Aufbau akademien infrastrukturen impulse Open-Access- | prgig
internationaler fir Forschungs- Publikations-

Heisenberg- Kooperationen Projekt- daten kosten Copernicus-

Programm akademien Preis
Forschungs- Infrastrukturen Open Access
gruppen Internationale fiir wissen- Publizieren Albert Maucher-

: wissenschaft- | sonaftliches Preis fur Geo-
Rlinische liche Veranstal- | pybizieren wissenschaften
Forschungs- tungen S
—— e-Research- Exzellenzcluster | \auonale For- S e
. . i schunasdaten- Preis fir Geo-
Klinische Studien Technologien infrastgruktur e o
Projekte in Digitalisierung B
GroBgerate der | UrsulaM.

Schwerpunkt- und ErschlieBung Léindgr Handel-Tier-

Programmen Verantwortung schutzpreis
fur Informa-
tionsinfrastruk-
turen gemein-
sam organisieren

von Kaven-Preis

Forschungssoft-
wareinfrastruk-
turen

Abb. 1:,Zur Systematik des Férderportfolios”, vgl. https://www.dfg.de/de/foerderung/
foerdermoeglichkeiten/programme, abgerufen am 21.01.25.

1. DFG-LIS ,e-Research-Technologien’

Dieses Forderprogramm umfasst zum einen die Entwicklung und Aus-
gestaltung von digitalen Forschungs- und Informationsinfrastrukturen
und zum anderen die Konzeption von deren Organisationsformen und
Finanzierungsmodellen. Auflerdem kénnen Studien zum Auf- und Aus-
bau von e-Research-Technologien beantragt werden.

Die Erstellung der Forschungssoftware bzw. der digitalen Technologien
lasst sich in drei Phasen unterteilen, die beantragt werden kénnen: Ent-
weder das Vorhaben zielt auf die ,anwendungsbezogene Entwicklung und
Erprobung* hin zum ersten Prototyp ab oder die Forderphase gilt der , Im-
plementierung®, die von weiteren Test- und Aufbauarbeiten bis zur dau-
erhaften Inbetriebnahme des Dienstes fiithrt oder aber das Projekt dient
der ,Konsolidierung und Optimierung“ der Technologien, um sowohl die
Nutzbarkeit zu verbessern als auch die Zielgruppe zu erweitern und so
eine langfristige, moglichst tiberregionale Etablierung zu bezwecken.
Der CMS ist zurzeit an den Projekten Daidalos (2023 — 2026) und Text-
Ploring (2025 — 2027) beteiligt, jeweils beantragt von den digitalen Geis-
teswissenschaften mit dem Rechenzentrum. Daidalos visiert die Entwick-
lung einer Infrastruktur fiir digitale Methoden der Sprachverarbeitung an,
um diese in der Klassischen Philologie zu vermitteln, wohingegen sich
TextPloring der Konsolidierung des in der Korpuslinguistik etablierten
Laudatio-Repository widmet, indem dessen Nutzbarkeit signifikant er-
héht wird, insbesondere fiir die Arbeitsweisen der digital history.

2. DFG-LIS ,Informationsinfrastrukturen fiir Forschungsdaten’

Wiahrend der Begriff der e-Research-Technologien weiter gefasst ist, geht
es in dieser Forderlinie konkret darum, mit den beantragten Vorhaben
das ,Management von Forschungsdaten (FDM) zu ermdglichen, zu ver-
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bessern und weiterzuentwickeln“. Die Projekte kénnen sowohl auf tech-
nische Losungen als auch auf Trainingskonzepte, Unterstiitzungsange-
bote oder die Férderung von Datenstandards abzielen. In diesem LIS-Pro-
gramm gibt es ebenfalls die Moglichkeit, sich eigens den ,Organisations-
und Verantwortungsstrukturen® oder ,Studien zur Analyse des FDM*“
zuzuwenden. Zudem kann nach einem erfolgreichen Vorhaben ein daran
ankniipfendes Nachfolgeprojekt beantragt werden. Neben dieser Forder-
linie spezifiziert und unterstiitzt die DFG auch im Rahmen anderer Pro-
gramme und Handreichungen den ,Umgang mit Forschungsdaten®.!

Der CMS hat die Projektleitung von FDLink (2024 — 2027) inne, das als
Verbundvorhaben von sechs Hochschulen aus Berlin und Brandenburg
durch die DFG bewilligt wurde. Es kntipft an das Vorgingerprojekt
FDNext (2020 — 2025) an, FDLink intendiert tibergeordnet eine Stirkung
der ,Rahmenbedingungen fiir Kulturwandel und gemeinsame Service-
landschaft“. Die sechs Arbeitspakete widmen sich dabei ganz verschiede-
nen Aspekten nachhaltiger FDM-Verankerung und zielgruppenorien-
tierter Malnahmen. Der Verbund besteht aus IT-Zentren, UBs und
Medienzentren, je nachdem wo die FDM-Teams jeweils situiert sind.

3. DFG-LIS ,Forschungssoftwareinfrastruktur*

Neben dem Management von Forschungsdaten, von der Erstellung bis
zur Publikation und Nachnutzung, wird auch der transparente und nach-
haltige — FAIRe — Umgang mit Forschungssoftware immer wichtiger. Im
Oktober 2024 verdffentlichte die DFG eine Handreichung zum Thema,?
nachdem sie im Juni des Jahres die neue Forderlinie , Forschungssoftware-
infrastruktur” (FSI) lanciert hatte. Die Férderung zielt hier gerade nicht
auf spezifische Forschungssoftware (FS), sondern auf die Infrastruktur,
die Plattformen oder die Standards, mit und anhand derer FS besser pub-
liziert, dokumentiert und nachgenutzt werden kann. Ein Vorhaben kann
drei verschiedene Ebenen adressieren: die technische, also die zu entwi-
ckelnden Dienste, Losungen und Umgebungen; die organisatorische,
also die ,sozialen Aspekte“ bei Erstellung und Betrieb eines tibergreifen-
den Angebots sowie die individuelle Ebene, die den Kompetenzaufbau im
Umgang mit FS — fiir verschiedene Zielgruppen — anstrebt.

Die DFG orientiert sich wieder an einem Drei-Phasen-Modell, also Aufbau
und Erprobung (Prototyp), Etablierung (Einrichtung und Organisation),
Konsolidierung (Ausbau und Abstimmung). Das Besondere hieran ist der
kontinuierliche Dialog mit anderen Projekten der Férderlinie oder ander-
weitigen FSIs, damit sich die Infrastrukturen komplementir zueinander
verhalten. Daher gibt es feste Einreichungsfristen fiir die Antrige, zwei-
mal pro Jahr, aus denen dann Kohorten entstehen, die sich regelmifig
austauschen. Da die erste Frist im November 2024 war, gibt es noch keine
Erfahrungswerte oder Beispiele bewilligter Vorhaben.

4. DFG-LIS ,VIGO: Verantwortung fiir Informationsinfra-
strukturen gemeinsam organisieren'
Wihrend die drei obigen Programme in DFG-LIS unter der Klammer

,Forschungsdaten und Software“ zusammengefasst werden, handelt es
sich bei VIGO um eine Linie unter der etwas sperrigen Uberschrift , For-
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derung von Aushandlungsprozessen®. Der Forderumfang ist deutlich
kleiner als in den drei anderen Angeboten, da es in VIGO gezielt um die
Entwicklung und Koordination von Organisationsmodellen geht. Die DFG
unterscheidet zwei Stofrichtungen: Zum einen sollen , Kommunikations-
foren zur kooperativen Weiterentwicklung“ von bestehenden IIS gefordert
werden, zum anderen Initiativen, die ,an kooperativen Losungen fiir pro-
jektubergreifende infrastrukturelle Bedarfe“ arbeiten. Die Laufzeit der
Forderung beschrinkt sich auf zwei Jahre und der Personalumfang in
der Regel auf eine 50%-Promotionsstelle, was die Stellenbesetzung — evtl.
abgesehen von internen Aufstockern — nicht eben erleichtert. Zusitzlich
konnen allerdings auch Sachmittel fiir Dienstleister:innen und projekt-
spezifische Workshops mitbeantragt werden.

5. DFG-SFB INF-Projekte (Informationsmanagement und
Informationsinfrastruktur)

In Sonderforschungsbereichen (SFBs) geht es um aufwendige langfristige
Forschungsvorhaben mit einer Reihe von Teilprojekten, aus denen sich
ein ficheriibergreifender Forschungsschwerpunkt sowie eine Profilbil-
dung fur die jeweilige Hochschule ergibt. Sprich, die Férderung zielt hier
primdr auf Forschungspersonal und weitere Ressourcen, die im SFB in
drei Forderperioden bis zu 12 Jahre lang finanziert werden kénnen.
Doch bereits seit iiber 20 Jahren ist es zudem moglich, im Rahmen von
SFBs auflerdem ein INF-Projekt, also ein Teilprojekt mit Fokus auf Infor-
mationsmanagement und -infrastruktur mitzubeantragen — sogar ein
,Nachantrag‘ ist moglich. Die DFG unterstiitzt so ein nachhaltiges und
evidentes Management der Forschungsdaten und -informationen des SFBs.
Ganz explizit wird daftr ,die systematische Zusammenarbeit mit Infor-
mationseinrichtungen (z. B. Bibliotheken, Rechenzentren)“ angeraten.
Der CMS trigt in zwei HU-gefithrten SFBs die Ko-Verantwortung fur
deren INF-Projekte: beim SFB 1412 ,Register im Teilvorhaben ,Data
management, modelling and exploration“ mit dem Augenmerk auf Wis-
sensmanagement und research output; beim SFB/CRC 1404 ,FONDA" ab
der zweiten Forderperiode im Aufgabenbereich ,Testbeds and Reposito-
ries“, vor allem um die Infrastruktur der Datenanalyse-Workflows (DAW)
zu pflegen und weiterzuentwickeln.

Die DFG betont, dass fiir eine bestindige, erfolgversprechende Forschungs-
infrastruktur bestenfalls sowohl die spezifischen Bedarfe und digitalen
Methoden der Forschung als auch die Infrastrukturexpertise und Betriebs-
erfahrung der Zentraleinrichtungen der Hochschulen kollaborativ zu-
sammenwirken. Entsprechend ist der CMS bestrebt, sich proaktiv oder
als Mitwirkender mit Forschenden der HU und ebenso mit weiteren Ver-
bundpartner:innen an neuen Losungen zu beteiligen, insbesondere auch
im Rahmen von Drittmittelantrigen.

1 DFG: Umgang mit Forschungsdaten, https://www.dfg.de/de/grundlagen-themen/
grundlagen-und-prinzipien-der-foerderung/forschungsdaten

2 DFG: Umgang mit Forschungssoftware im Forderhandeln der DFG, https://www.
dfg.de/de/grundlagen-themen/grundlagen-und-prinzipien-der-foerderung/for-
schungssoftware
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Infrastruktur

Vom Experiment zum
Okosystem: Die KI-
Strategie des CMS

>> Malte Dreyer
Direktor
Computer- und Medienservice

Seit der Einfithrung von ChatGPT hat die Humboldt-Universitit zu Berlin
konsequent an der Entwicklung eigener KI-Dienste gearbeitet. Der Arti-
kel beschreibt den Weg von ersten lokalen Sprachmodellen bis zum
heutigen umfassenden KI-Okosystem, das Forschung, Lehre und Ver-
waltung unterstiitzt.

Einfihrung und Entwicklung der KI-Services

Als im November 2022 ChatGPT veroffentlicht wurde, hat dies auch im
CMS grofles Interesse gefunden. Wir haben darauthin ab Mai 2023 mit
den ersten lokal bereitgestellten grofen Sprachmodellen (Large Lan-
guage Models — LLMs) innerhalb von HPC@HU (High Performance
Computing Cluster) experimentiert. Das Llama 3 basierte Modell "Sau-
erkraut 70B" war daraufhin das erste Modell, das wir im November 2023
zur breiten Nutzung an der HU angeboten haben. Das Modell konnte
sowohl iiber ein selbst entwickeltes User-Interface genutzt werden als
auch per API fiir eigene Entwicklungen. Dieser Ansatz der freien Ver-
fuigbarkeit von LLMs — sowohl per Chat als auch fiir eigene Applikatio-
nen — hat sich seitdem sehr bewihrt und wurde zum Standard fiir alle
KI-Angebote der HU. Die zugrundeliegenden LLMs wurden seit dieser
Zeit stetig weiterentwickelt und durch neue, leistungsfihigere Sprach-
modelle ersetzt.

Der CMS hat die Einfithrung dieser Modelle durch das Kommunika-
tionsformat "AlI Teatime" begleitet und fiihrt dieses bis heute durch.

. Infrastruktur
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Hierbei werden individuelle Videokonferenzen fiir einzelne Nutzer:in-
nengruppen organisiert, in denen die spezifischen Anforderungen
und Hintergriinde der anfragenden Abteilung oder Disziplin bertick-
sichtigt werden. Die Termine verlaufen dadurch sehr unterschiedlich,
und aus den Gesprichen ergeben sich immer wieder neue, konkrete
Anwendungsszenarien sowie auch Anforderungen an den Ausbau der
KI-Infrastruktur der HU.

KI-Leitfaden fiir die HU
« https://ki.cms.hu-berlin.de/de/ki-policy-an-der-hu

datenschutzkonforme groBe Sprachmodelle fiir den Einsatz in Forschung,
Lehre und Verwaltung (nur aus HU-Netz oder VPN)

« https://ki.cms.hu-berlin.de/de/llms

HPC@HU - High Performance Computing Cluster fiir die Forschung
« https://hu.berlin/hpc

Aufbau eines JupyterHubs und Einbindung in die digitale Lehr- und Lernland-
schaft der HU

« https://jupyterhub.hu-berlin.de

Ki-Tools (nur aus dem HU-Netz oder per VPN)

« Transkription von Video- und Audio-Dateien: https://ki-tools.hu-berlin.de/stt/

« Zusammenfassen von Dokumenten: https://ki-tools.hu-berlin.de/doc

« Informationen aus Bildern - maschinelles Sehen: https://ki-tools.hu-berlin.de/vision

Abb. 1: Kl an der HU im Uberblick: https://ki.cms.hu-berlin.de

Datenschutz und Richtlinien

Von Beginn der Aktivititen an gab es Anfragen aus der Forschung,
die Prompts und Ergebnisse aller LLMs an der HU zu speichern und
fuir Forschende zuginglich zu machen. Gleichzeitig kamen von Da-
tenschutz und Personalvertretung Impulse, die Vorteile der lokalen
KI-Dienste mdéglichst umfassend zu nutzen. Wir haben uns darauf-
hin fiir ein Betriebsmodell entschieden, bei dem keine Daten der
Anwender:innen protokolliert werden. Die Nutzung der technischen
Infrastruktur wird dabei hinsichtlich Ressourcennutzung, Anfragen-
hiufigkeit und Energieverbrauch detailliert erfasst, um den weiteren
Ausbau planen zu kénnen — dies jedoch unter striktem Verzicht auf die
Speicherung personenbezogener Daten.

Parallel zu den Datenschutzfragen wurde mit Unterstiitzung der Me-
dienkommission und des IT-Boards ein "Leitfaden zum Einsatz von
generativen KI-Werkzeugen in Forschung, Lehre und Verwaltung an
der Humboldt-Universitit zu Berlin" entwickelt und von der Universi-
titsleitung bestitigt. Dieser informiert sowohl tiber die Nutzungsmog-
lichkeiten der KI-Dienste an der HU als auch tiber den verantwortungs-
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vollen Umgang mit externen KI-Tools. Der Leitfaden (https://hu.berlin/
ki-policy) enthilt zudem die "Empfehlungen zur Nutzung von KI in
Studienleistungen und Priifungen an der HU" sowie Hinweise zur
korrekten Zitierung KI-generierter Inhalte.

Basis der Auswahl von LLMs sind fortlaufende Tests neu veréffentlich-
ter Modelle. Dabei wurde deutlich, dass sich die Modelle in der ersten
Hilfte des Jahres 2024 noch sehr spezifisch entwickelt haben: Modelle
mit Stérken im Coding-Bereich zeigten Schwichen in der Textarbeit.
Die leistungsfihigsten LLMs waren oft nicht fiir die deutsche Sprache
optimiert, wihrend Modelle mit guten Deutschkenntnissen bei Coding
oder komplexeren Aufgaben an ihre Grenzen stief3en.

Vor diesem Hintergrund wurden verschiedene Modelle fiir spezifische
Einsatzzwecke erprobt und bereitgestellt. Es kristallisierten sich drei
Kernanforderungen heraus: Ein LLM mit guten Deutschfihigkeiten,
eines mit Schwerpunkt auf Coding sowie ein starkes Modell fiir englisch-
sprachige Anfragen. Zusitzlich zeigte sich der Bedarf an schnellen Sprach-
modellen fiir RAG- (Retrieval Augmented Generation) und Agenten-
Entwicklungen, auch wenn diese moglicherweise Kompromisse bei der
Ergebnisqualitit erfordern.

Ein Durchbruch gelang mit der Veréffentlichung des Modells Com-
mand-R-Plus — erstmals ein offenes LLM, das sich in Tests sowohl als
sehr leistungsstark erwies als auch tiber ausgezeichnete Fihigkeiten
im Bereich der deutschen Sprache und Ubersetzungen in elf weitere
Sprachen verfiigte.

Die Wahl eines LLM wird stets von den konkreten Einsatzzwecken be-
stimmt. Deshalb orientiert sich die Auswahl fiir die breite Nutzung an
der HU eng an den identifizierten Anwendungsszenarien. Mittlerweile
setzen wir als Haupt-LLM (https://hu.berlin/llm1) ein Modell ein, das
sich hervorragend fiir ein breites Spektrum von Aufgaben eignet — von
der Textarbeit {iber die Losung von Aufgaben bis hin zum Coding.

Aktuelle Funktionen und Tools

Aus den Gesprichen bei der Al Teatime entwickelten sich rasch direkt
nutzbare Anwendungsszenarien fiir die Sprachmodelle. Die LLMs
erwiesen sich als besonders effektiv fiir die Erzeugung von Social-Me-
dia-Posts aus lingeren Texten, die Umwandlung in ,Einfache Sprache“
sowie fiir Ubersetzungen. Fiir solche Szenarien haben wir optimierte
Prompts entwickelt, die unter https://ki.cms.hu-berlin.de/de/llms-in-
der-anwendung zur Verfiigung stehen. Weitere dort bereitgestellte Tools
unterstiitzen bei der Uberarbeitung von FAQ-Eintrigen, der Erstellung
von Stellenausschreibungen, der Generierung von Einladungsschrei-
ben, dem Gendern von Texten sowie bei der Rechtschreibkontrolle und
Uberarbeitung von Formulierungen.

LLMs werden zunehmend auch direkt von Systemen genutzt, statt tiber
Chat-Interfaces. Diese Anwendungen erfordern spezifische technische
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Funktionen wie "Function Calling", strukturierte Ausgaben (z. B. in
JSON) und groflere Kontextlingen fiir umfangreiche Texte. Unser LLM3
(https://hu.berlin/llm3) erfiillt diese Anforderungen. Ein Beispiel ist die
Integration lokaler LLMs fiir Ubersetzungen in den Shared-Services-
Catalogue der BUA, wo deutsche Formulareingaben automatisch ins
Englische tibertragen werden — ohne zusitzliche Kosten und komplexe
Datenschutzbewertungen.

Weiterhin werden LLMs nicht mehr nur fiir die Unterstiitzung beim
Coding durch das Chat-Interface eingesetzt, sondern kénnen durch
Plugins wie "Continue" auch direkt in die Entwicklungsumgebun-
gen eingebunden werden. Dies unterstiitzen wir mit einer besonders
schnellen und im Coding-Bereich auch sehr effektiven LLM.

Bereits seit 2023 setzt der CMS das KI-Modell "Whisper" fiir die auto-
matische Transkription und Untertitelung von Audio- und Videodateien
ein. Seit Juli 2023 steht diese Funktion unter https://ki-tools.hu-berlin.
de/stt/ allen HU-Angehorigen zur freien Nutzung zur Verfiigung. Der
Dienst ermdglicht das Hochladen von Dateien bis zu 4 GB und liefert
die fertigen Transkriptionen und optional auch Ubersetzungen per E-
Mail in verschiedenen Formaten (TXT, VIT, SRT und TSV).

Seit November 2024 erginzt ein Vision-Modell (VLM bzw. Multimodales
Modell/LMM) das Angebot und steht unter https://ki-tools.hu-berlin.
de/vision als Chat-Interface zur Verfiigung. Dieses Modell erméglicht
vielfiltige Bildanalysen: von der Texterkennung (Optical Character Re-
cognition, kurz OCR) {iber die Identifizierung von Formeln und Bild-
inhalten bis hin zur Umwandlung von Skizzen in Webseiten-Code oder
Scans in TEI-Format. Das System kann auch Illustrationen automatisch
beschreiben und fiir die Texteinbindung aufbereiten. Ein besonders
praktischer Anwendungsfall ist die Analyse und Transkription von Vor-

Abb. 2: Texterkennung in Handschriften mit VLMs
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lesungsmaterialien wie PowerPoint-Prisentationen und Skripten. Die
Einsatzmoglichkeiten sind vielfiltig — die Anwender:innen sind eingela-
den, die Potenziale dieser Modelle fiir ihre spezifischen Anforderungen
in Forschung, Lehre und Verwaltung zu erkunden.

Als Reaktion auf zahlreiche Nachfragen bieten wir seit November 2024
einen Dienst zur automatischen Zusammenfassung von PDF- und
Word-Dokumenten an. Der Service ermdglicht das Hochladen und die
inhaltliche Analyse von Dokumenten beliebiger Gréf3e, wobei die Aus-
gabesprache unabhingig von der Originalsprache gewihlt werden kann.
Fir die Ausgabe stehen zehn verschiedene Sprachen zur Verfiigung.

Die Zusammenfassungen kénnen in verschiedenen Modi erstellt werden:
Jkurz*, ,ausfihrlich“ oder ,rein thematisch“ — wobei letzterer sich auf
das behandelte Themengebiet konzentriert, ohne die Dokumentenstruk-
tur zu berticksichtigen. Zusitzlich besteht die Moglichkeit, eine , kriti-
sche Reflexion“ anzufordern oder , Stichpunkte und Verweise“ aus dem
Dokument extrahieren zu lassen. Der Dienst kann auch mit eigenen
Prompts und zusitzlichen Anweisungen individuell angepasst werden.

Seit Dezember 2024 betreiben wir eine Testumgebung zur Erzeugung
von Bildern aus Texten. Da dieser Dienst die Stabilitit und Qualitit
unserer anderen Angebote noch nicht erreicht, werden die Tests fortge-
fithrt. Das Tool ermoglicht die Erstellung von Grafiken und Symbolbil-
dern und eignet sich besonders zur Erginzung von Prisentationsmate-
rialien oder als Alternative zu Stock-Photo-Diensten.

Fur erweiterte Nutzungsszenarien ist hiufig die Verarbeitung grofier
Dokumentenmengen erforderlich, die den tiblichen Kontext von LLMs
deutlich tibersteigen. Dies betrifft etwa virtuelle Assistenzsysteme fiir
Vorlesungen, die Transkripte, PowerPoint-Dateien und Skripte einbin-
den sollen, oder die Integration umfangreicher Korpora fiir sprachliche
Abfragen. Um diese Limitierung zu bewiltigen, setzen wir auf RAG-
Umgebungen.

An der HU wurden bereits verschiedene RAG-Umgebungen imple-
mentiert und getestet, mit gemischten Ergebnissen: Wahrend virtuelle
Vorlesungsassistenten durchweg positive Bewertungen erhielten und
die Integration von Korpora fiir sprachliche Abfragen tiberwiegend
erfolgreich verlief, konnten andere Systeme zur Verarbeitung grof3er
Dokumentenmengen die Anforderungen nur teilweise erfiillen. Unser
Ziel ist es, LLM-basierte RAG-Umgebungen zu entwickeln, die sich
unkompliziert erstellen und flexibel nutzen lassen. Die Bereitstellung
erfolgt dabei tiber APIs, um eine einfache Integration in bestehende
Systeme wie Moodle oder Webseiten zu ermdglichen.

Zukunftsperspektiven und Entwicklungen

,KI-Agenten“ als Unterstiitzungstechnologie fiir komplexere Umgebun-
gen gewinnen aktuell stark an Bedeutung. Der CMS untersucht Plattfor-
men zur Modellierung von Agentensystemen in Verbindung mit RAG,
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die ebenfalls per API bereitgestellt werden. Die Entwicklung solcher
KI-Agenten ist allerdings komplex — wir sind dabei auf Thre konkreten
Anwendungsszenarien und Ideen angewiesen, um praxisnahe Systeme
zu entwickeln.

Unsere Erfahrungen mit RAG-Umgebungen und Agentensystemen
bestitigen den grundlegenden Ansatz des CMS, KI-Dienste per API
anzubieten. So wurde deutlich, dass neben Sprachmodellen weitere
generative KI-Komponenten in die Infrastruktur integriert werden
miissen. Im Verlauf des Jahres 2025 werden wir deshalb verschiedene
Embedding-Modelle, die Medien fiir KI-Systeme codieren, sowie Reran-
ker zur intelligenten Sortierung von Suchergebnissen tiber Schnittstel-
len bereitstellen. Diese Komponenten erméglichen die Entwicklung
flexiblerer eigener Anwendungen und eine noch effizientere Verarbei-
tung grofler Datenbestinde. IThre Ideen und Wiinsche sind uns dabei
wichtig — sprechen Sie uns gerne an.

Die Kl-Infrastruktur der Humboldt-Universitit hat sich seit ihrer
Einfiihrung 2023 zu einem umfassenden Okosystem entwickelt, das
Forschung, Lehre und Verwaltung gleichermafien unterstiitzt. Der
Fokus auf lokale Bereitstellung, Datenschutz und flexible API-Nutzung
hat sich als zukunftsweisend bestitigt. Ein besonderer Vorteil liegt in
der datenschutzkonformen Nutzung: Anfragen und Daten kénnen
unkompliziert direkt verarbeitet werden, die bei anderen Anbietern
jeweils einzeln gepriift werden miissten. Mit der Integration weiterer
KI-Komponenten wie Embedding-Modellen und Rerankern wird die
Infrastruktur auch kiinftige Anforderungen erfiillen kénnen.

Kl-Infrastruktur

I MCP Server MCP Generische  Spezifische

Client Uls Uls Dokumenten-Integration
Continuum Vektor-
GitLab LLMs Speicher
Grafana VLMs
JabRef Bildgeneratoren, STT, TTS
Joplin Embedder
Jupyter Reranker
MySsQL
OnlyOffice Inferenz-Backend
OpenNotebookLM und Plattformen
PostGreSQL
Thunderbird KUBEEEEES RIS SIS CMS LMS

arXiv KI-Hardware-Umgebung

Hochschulsysteme

Abb. 3: Darstellung der KI-Architektur

Der Erfolg dieser Entwicklung basiert maflgeblich auf dem kontinuier-
lichen Dialog mit der HU-Community und der daraus resultierenden
bedarfsorientierten Weiterentwicklung.
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RAG, Agenten and Wordpress

Moodle
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Nach 20 Jahren Plone:
Konfiguration eines

neuen Web-CMS

>  Katrin Lanyi
Computer- und Medienservice
Anwendungen fir Lehre, Forschung
und Administration

Seit Erscheinen ihres Webauftritts vor gut 20 Jahren nutzt die HU als Con-
tent-Management-System (Web-CMS) Plone. Das System hat gute Dienste
geleistet: Das Erscheinungsbild vieler Webseiten wurde durch ein gemein-
sames Layout vereinheitlicht. Die Redakteur:innen wurden vom Zwang,
HTML zu schreiben, befreit. Inzwischen sind 90 % aller Fakultiten/Institute
in Plone angesiedelt, die Anzahl der Redakteur:innen betrigt mehr als 2600.
Leider konnte sich Plone in den letzten Jahren nicht weiter durchsetzen, die
Anzahl der unterstiitzenden Agenturen ist zurtickgegangen und die Einar-
beitung neuer Projektmitglieder aufgrund der steilen Lernkurve aufwendig.
Im Zuge des Website-Relaunchs wird die HU deshalb auf ein neues Web-
CMS umsteigen. Das Vorhaben wird durch die Universititsleitung gesteu-
ert. Die Projektleitung liegt bei Abteilung VIIT (Kommunikation), der CMS
verantwortet die technische Umsetzung. Das an deutschen Hochschulen
sehr verbreitete System TYPO3 soll im Laufe der nichsten Jahre Plone
ersetzen. Dies ist eine komplexe Aufgabe, aber sie bietet die Chance, die
Prisentation der Inhalte sowohl technisch als auch optisch und inhaltlich
auf ein neues Level zu bringen.

Proof of Concept

In den letzten zwei Jahren wurde versucht, die bestmégliche Konfiguration
fiir das neue System zu erarbeiten. Sie setzt sich wie folgt zusammen:

1. Datenbanksystem: Da nicht alle TYPO3-Extensions das System Post-
greSQL unterstiitzen, wurde stattdessen MariaDB als Datenbankspei-
cher fur TYPO3 gewihlt.

2. Instanz: Statt vieler Einzelinstanzen fiel die Entscheidung auf einen
Monolithen. Das bedeutet, dass zukiinftig alle Inhalte der HU in einer
TYPO3-Instanz gespeichert werden sollen. Die besonders zentralen
Inhalte wie Studium, Forschung und allgemeine Informationen zur
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Universitit werden jedoch weiterhin gesondert liegen, damit sie mog-
lichst frei von Einfliissen anderer Inhalte und Programmerweiterun-
gen bleiben kénnen.

3. Oberfliche: Hier stand zum einen ein herkémmliches TYPO3-Frontend
zur Wahl. Zum anderen wurde eine leichtgewichtige, moderne Java-
Script-basierte Oberfliche diskutiert, die TYPO3 nur noch als Headless-
System nutzt, d. h. dass Inhalte und Daten von TYPO3 iiber APIS be-
reitgestellt werden, wihrend die Darstellung und Interaktion mit den
Inhalten durch separate Frontend-Anwendungen erfolgt. Nach vielen
praktischen Versuchen, der intensiven Abwigung von Argumenten
und der Einholung externer Beratung verzichtet der CMS vorerst auf
die Headless-Variante, weil diese in der Entwicklung méglicherweise
teurer wire als die herkommliche Programmierung. Sie ldsst sich aber
nachriisten und kann gegebenentfalls spiter die TYPO3-Oberfliche
erginzen oder gar ersetzen.

Die Vorbereitung des Entwicklungsteams und der
Redakteur:innen

Ziel ist es, die initiale Entwicklung des neuen Systems von einer TYPO3-
Agentur durchfiihren zu lassen. Sobald wie méglich wird die Infrastruktur
in den Produktionsbetrieb des CMS iibernommen und hier auch betreut
werden. Zwei Entwickler:innen des CMS werden deshalb von Anfang an in
die TYPO3-Entwicklung einbezogen. Das neue System verlangt vom Ent-
wicklungsteam der HU neue bzw. erweiterte Fihigkeiten. Das sind zum
einen TYPO3-Developer- und -Integrator-Kenntnisse, zum anderen aber
auch zertifizierte Kenntnisse in modernen, agilen Entwicklungsmethoden
wie Kanban und Scrum, um die Zusammenarbeit mit der Agentur optimal
gestalten zu konnen.

Seit Juni 2024 wird das Projekt auRerdem durch eine Projektmanagement-
stelle unterstiitzt. Diese dient der Koordinierung der Umsetzung technischer
Anforderungen, der Unterstiitzung bei Ausschreibungen externer Dienst-
leister:innen sowie bei der Vorbereitung des Mitbestimmungsverfahrens.
Bei aller Euphorie tiber die Einfithrung eines neuen Systems darf nicht ver-
gessen werden: Der Umstieg wird sich tiber einen lingeren Zeitraum erstre-
cken und Plone lduft zwischenzeitig als vollwertiges System weiter. Dieser
Parallelbetrieb verlangt tigliche Wartung, Betreuung, Schulung, Support
und damit Personal fiir zwei komplexe Systeme. Derzeit lduft die Migration
der bestehenden Instanzen auf Plone 6, ein lingst tiberfilliger und notwen-
diger Schritt.

Geplant ist nicht nur ein technischer Wandel durch den CMS, auch die In-
halte der Webseiten sollen {iberarbeitet werden. Diese umfangreiche Auf-

gabe wird fiir die zentralen Webseiten durch Web-Redakteur:innen der Abtei-

lung VIII iibernommen. Alle weiteren Inhalte werden durch Redakteur:in-
nen der jeweiligen Seiten {iberarbeitet. Dieses Vorgehen ermoglicht, die
Inhalte neu und webtauglicher schreiben zu lassen. Auf die Ubernahme
von ,Altlasten®, also Inhalten, die nicht mehr aktuell sind, soll verzichtet
werden.

Der Zeitplan

Der Zeitplan fiir die Einfiihrung des neuen Systems sieht vor, dass die zent-

ralen Seiten zur HU als erste Seiten etwa zum Wintersemester 2025/26 im
neuen Gewand online gehen werden. Danach sind die Seiten der Fakultiten
und Institute an der Reihe. Wir berichten in der nichsten Ausgabe tiber
den Fortschritt des laufenden Projekts.

Infrastruktur
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Afttinity statt Adobe?

>>  Uwe Pirr
Computer- und Medienservice
Digitale Medien und Clients

Die Adobe-Produkte Photoshop, Illustrator und InDesign gelten seit
langem als Standard fiir Fotobearbeitung, Grafikdesign und Desktop
Publishing (DTP), an dem man bei professionellen Anforderungen
kaum vorbeikam. Durch das Abonnement-Modell der Creative Cloud
kann die Benutzung dieser Softwareprodukte langfristig aber relativ
teuer werden. Als kosteneffiziente Alternative hat sich seit einigen
Jahren die Affinity-Suite von Serif etabliert, da sie auf einer Einmal-
zahlung anstatt monatlicher Gebiihren beruht. Der CMS hat seit 2023
eine unlimitierte Campus-Lizenz abgeschlossen. Das Pendant zu Adobe
Photoshop ist Affinity Photo, zu Adobe Illustrator ist es Affinity Designer
und zu Adobe InDesign ist es der Affinity Publisher. Die Affinity-Suite
ist fir Windows, MacOS und iPad erhiltlich.

Affinity Photo

Photo wurde dhnlich wie Adobe Photoshop primér fiir die Fotobear-
beitung, die digitale Retusche und digitales Malen entwickelt. Es bietet
ebenso wie Photoshop umfangreiche und leistungsstarke Werkzeuge
fiir die Bildbearbeitung, insbesondere auch fiir die Ebenen- und Mas-
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kenbearbeitung, Auswahlwerkzeuge sowie Filter fiir kreative Effekte.
Durch zerstérungsfreie Anpassungsebenen und Live-Filterfunktionen
wird eine nicht-destruktive Bildbearbeitung ermdglicht, das heifst, die
urspriinglichen Bilddaten bleiben erhalten. Ebenso wie Photoshop
unterstiitzt Affinity Photo die Bearbeitung von RAW-Dateien durch um-
fangreiche Werkzeuge. Die Benutzungsoberfliche von Affinity Photo
ist modern, intuitiv gestaltet und weitgehend anpassbar. Dadurch for-
dert sie eine effiziente Arbeitsweise. Als Umsteiger von Adobe Photo-
shop findet man sich relativ schnell auf der Oberfliche zurecht. Eine
Besonderheit von Affinity Photo sind die sogenannten Personas.

Abb. 1: Develop-Persona in Affinity Photo

Das sind spezielle Arbeitsbereiche fiir unterschiedliche Aufgaben wie
zum Beispiel RAW-Entwicklung, Retusche oder Effekte. Die Personas
passen die Benutzungsoberfliche an die jeweilige Aufgabe an, was wie-
derum zu einer sehr effizienten Arbeitsweise fuhrt.

Affinity Designer

Der Designer ist vergleichbar mit Adobe Illustrator, also ebenfalls
spezialisiert auf Vektorgrafiken und Illustrationen. Auch hier wird

die Benutzungsoberfliche als aufgerdumt bewertet, mit der sowohl
Anfinger:innen als auch Umsteiger:innen schnell zurechtkommen. Die
Software bietet sowohl Vektor- als auch Rastergrafik-Werkzeuge durch
die Verwendung von Personas. Somit wird eine flexible Gestaltung
erlaubt. Sehr angenehm beim Arbeiten mit Affinity Designer ist die
Echtzeitvorschau, was insbesondere bei komplexen Effekten und De-
signs hilfreich ist. Weiterhin sind umfangreiche Typografie-Werkzeuge
vorhanden, die ein ansprechendes und intuitives Design ermdglichen.

Infrastruktur
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Abb. 2: Designer-Persona in Affinity Designer

Affinity Publisher

Der Publisher ist der direkte Konkurrent zu InDesign, also spezialisiert
auf DTP und Layout/Design. Er bietet sehr Ghnliche Funktionen wie
InDesign inklusive Textstil-Verwaltung und umfassende Typografie-
Werkzeuge fur digitale Publikationen. Wie bei den anderen Affinity-Pro-
dukten ermdglichen auch hier Personas einen flexiblen Wechsel zwi-
schen unterschiedlichen Projektbereichen, zum Beispiel zum Erstellen
von Layouts oder zur Integration von Grafiken. Eine der Stirken der
Anwendungen von Affinity ist die Integration mit den jeweils anderen
Affinity-Produkten, in diesem Fall Affinity Designer und Affinity Photo.
So kénnen problemlos vektorisierte Grafiken oder bearbeitete Raster-
bilder zwischen den Programmen ausgetauscht werden, was eine effi-
ziente Workflow-Integration ermdglicht. Exportformate fiir druckfertige
PDFs sind ebenso vorhanden wie solche fiir andere digitale Formate,
allerdings sind sie nicht ganz so umfangreich konfigurierbar wie in
InDesign.

Fazit

Bei den Affinity-Produkten noch nicht so stark ausgeprigt ist bisher

die Integration von KI-Technologien in den Workflow. Hier hat derzeit
Adobe noch einen Vorsprung, ansonsten sind die Software-Lésungen
von Affinity aber eine ernstzunehmende Alternative zu den bisherigen
Platzhirschen. Seit der Version 2.6 (Feb 2025) verwenden die Affinity-
Anwendungen Datenmodelle und Methoden des Maschinellen Lernens,
um automatisch Objekte in einer Pixelebene oder einem platzierten
Bild auswihlen zu konnen.
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Die Entscheidung fiir dieses oder jenes Produkt sollte auf der Grundlage
des spezifischen Anwendungsbereichs und vor allen Dingen einer lin-

gerfristigen Kostenbetrachtung erfolgen. Sicherlich mégen auch person-

liche Vorlieben hinsichtlich der Benutzungsoberfliche eine Rolle spie-
len. Diese ist aber bei allen Produkten weitgehend konfigurier- und an-
passbar. Tendenziell stellen die Affinity-Produkte geringere Hardware-
Anforderungen, was dazu fiihrt, dass die Performance sehr gut ist. Die
Anzahl der zur Verfiigung stehenden Plug-Ins von Dritthersteller:innen
ist derzeit bei den Adobe-Produkten aber sicher noch grofier.

Abb. 3: Das Werkzeug ,0bjektauswahl" verwendet Methoden des Maschinellen
Lernens. Die Auswahl kann dber verschiedene Parameter noch verfeinert werden.

Aber auch fuir die Affinity-Suite wichst die Community, und es gibt
bereits viele Tutorials und Online-Ressourcen, u. a. auch einen empfeh-
lenswerten Youtube-Kanal.

>> Linkedin Learning-Kurse zu Affinity: https://www.inkedin.com/

learning/search?keywords=affinity&u=2007804
Zugang fiir HU-Angehdrige: https://hu.berlin/linkedinlearning

Affinity Studienmaterial: https://affinity.serif.com/de/learn/
Affinity YouTube-Kanal: https://www.youtube.com/@Affinity
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Herausforderung IT-Not-

fall an Hochschulen
mittels BCM bewiltigen

>>  Dr. Frank Kiihnlenz
Computer- und Medienservice

Das Business Continuity Management (BCM) hat zum Ziel, signifikante
Unterbrechungen von Geschiftsprozessen abzumildern, welche einer Or-
ganisation wie einer Hochschule ernsthafte Schiden zufiigen. Zahlreiche
Risiken kénnen dafiir verantwortlich sein — wie in diesem Artikel dargestellt
zum Beispiel ein IT-Notfall, durch den fiir die Ausfithrung kritischer Ge-
schiftsprozesse essentielle IT-Infrastrukturen aufRer Betrieb gesetzt werden.

Business Continuity Management (BCM) wird durch zahlreiche Standards
beschrieben, wie beispielsweise den BSI-Standard 200-4, an dem sich die
HU orientiert. Abbildung 1 illustriert den Gegenstand der Betrachtungen:
Im Normalzustand laufen alle Geschiftsprozesse unterbrechungsfrei
(typische Hochschulprozesse sind z. B. Immatrikulation und Studieren-
denmanagement, Prifungen, Gehaltszahlungen). Findet jedoch ein sig-
nifikantes Schadensereignis — bspw. ein flichendeckender Ransomware-
Befall — statt, fithrt dies zum Erliegen von Geschiftsprozessen und eine
Notfallbewiltigung wird eingeleitet.

Jede Notfallbewiltigung startet mit einer ,Chaos-Phase®, denn ein Berg
von Herausforderungen tiirmt sich auf, die unter hohem Zeitdruck quasi
simultan bewiltigt werden miissen. Mit BCM verkiirzt sich diese Chaos-
Phase, weil bestimmte Szenarien und Pline helfen, eine Lagefeststellung
einfacher durchzufithren und etwa einen unrechtmifligen Zugriff von
Cyber-Kriminellen schneller zu beenden. Die betroffenen I'T-Systeme miis-
sen in der Regel komplett neu installiert und die Daten (inkl. Konfigurati-
onen) wiederhergestellt werden. So einfach sich diese Schritte benennen
lassen, so schwierig ist deren Umsetzung in einer sich dynamisch dndern-
den IT-Notfalllage, in der Erkenntnisse hochst selten vollstindig gesichert
sind und dennoch fiir Entscheidungen genutzt werden miissen. , Ersatz-
teile“, Personal und Spezialwissen miissten zudem iiber die Kapazititen
des Normalbetriebs hinaus vorgehalten werden, was aus Kostengriinden
und insbesondere an Hochschulen nicht leistbar ist.
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Waihrend des Notfalls sind Geschiftsprozesse nicht mehr durchfithrbar

— einige mogen eine bestimmte Zeit warten konnen, andere fallen in die
Kategorie der ,kritischen Geschiftsprozesse“, deren Nicht-Ausfithrung
innerhalb einer typischerweise eher kurzen Zeitspanne erhebliche Folgen
hat (z. B. wenn Tiere nicht mehr versorgt oder Gehilter nicht gezahlt wer-
den). Manche dieser kritischen Geschiftsprozesse an Hochschulen sind
eng mit dem Studienjahr verbunden: Priifungen, Immatrikulationen
oder bestimmte Bewerbungsverfahren. Zudem beginnen Hochschulen
vielerorts erst langsam, in derlei Prozessen zu denken, was oftmals mit
Jhistorisch Gewachsenem® und der Abgrenzung von zentralen und de-
zentralen Vorgingen kollidiert.

Geschéaftsbetrieb

100%

Nomalbtieh | Wideranaut (ustal)

Notbetriebs-

niveau

’_l

0%

»

Zeit

Abb. 1: ein Schadensereignis stort den Geschaftsbetrieb und lost verschiedene Phasen aus

Mittels einer Business Impact Analysis (BIA) werden fiir das BCM im
Normalbetrieb ohne stressige Notfallsituation die Kriterien fiir kritische
Geschiftsprozesse identifiziert — und mithin wird evaluiert, welche Pro-
zesse existieren, die im Notfall priorisiert betrachtet werden miissen.
Hierdurch lassen sich Notfallbewiltigungsressourcen effektiv und ziel-
gerichtet einsetzen und die proaktive Definition von angestrebten Notbe-
triebsniveaus wird fiir diese Prozesse ermoglicht. Ein Notbetriebsniveau
beschreibt eine minimal notwendige Arbeitsweise, damit kritische Ge-
schiftsprozesse weiter durchgefithrt werden konnen (bspw. durch einen
Riickgrift auf papierbasierte Arbeitsablidufe oder den Einsatz zusitzlichen
Personals).

Ein stabiler Notbetrieb mag Wochen bis Monate anhalten, allerdings en-
det der Notfall erst mit Wiederherstellung des Normalbetriebs, in dem
alle Geschiftsprozesse ungehindert ablaufen, wie sie es vor Eintreten des
Schadensereignisses getan haben. Eine (durch BCM) geregelte Vorgehens-
weise bei Notfillen durch proaktive und reaktive Mafinahmen erméglicht
somit typischerweise sowohl eine schnellere Etablierung des Notbetriebs
als auch eine schnellere Riickfithrung in den Normalbetrieb. BCM ist zu-
dem geeignet, den Stress zu reduzieren, den Mitarbeitende durch einen
solchen Notfall erleiden: einerseits durch den Vertrauen schaffenden Rah-
men, wie im Notfall zu verfahren ist, und andererseits durch besondere
Aufmerksambkeit bzgl. Anerkennung und Erhalt der Arbeitskraft von
Schliisselpersonal.

Business Continuity Management (BCM) hilft einer Organisation, sich
auf (IT-)Notfille vorzubereiten. Signifikante Unterbrechungen kritischer
Geschiftsprozesse werden dadurch vermieden bzw. abgemildert, indem
eine schnellere Etablierung eines Notbetriebs und auch eine schnellere
Riuckfiihrung in den Normalbetrieb erméglicht wird.
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Erneuerung der WDM-
Technik — Die Haupt-
schlagader des Kern-
netzes der HU

>> Daniel Stoye,

>> Jens-Uwe Winks
Computer- und Medienservice
Digitale Infrastruktur und Betrieb

Das Kernnetz der HU ist geografisch auf zwei grof3e Standorte aufgeteilt:
den Campus Berlin-Adlershof und den Campus Berlin-Mitte. Beide Stand-
orte sind {iber zwei unabhingige Trassen mit jeweils einem Glasfaser-
paar verbunden. Die Streckenlingen betragen dabei 26 und 35 km.

Um mehrere Anwendungen (z. B. Fibre Channel, 10 und 100 Gbit Ether-
net) parallel auf einem Faserpaar iibertragen zu kénnen, wird Wavelength
Division Multiplexing (WDM) eingesetzt. Dabei wird jeweils eine dedizierte
Wellenlinge fiir die Ubertragung
einer Anwendung benutzt. Ein

Multiplexer bzw. Demultiplexer
=4x10G Eth LR
=2x32G FC LI
=4x10G Eth LR: 200 Gbit DWDM

=-2x32G FC SR

Dark Fiber 35 km

Abb. 2: WDM-
Chassis 0TS-5000
von Pandacom

(Prisma) iibertrigt das Licht der jeweiligen Wellenlinge zwischen der
Strecke und seinen optischen Transceivern.

An der HU kommt DWDM (D = Dense) in Kombination mit TDM (Time
Division) zum Einsatz. Bei DWDM sind aufgrund des geringen Kanalab-
stands sehr viele parallele Ubertragungen méglich. TDM {ibertrigt Daten
mehrerer Sender in zeitlichen Slots versetzt auf einem WDM-Kanal.

Die WDM-Technik des Kernnetzes wurde 2024 ausgetauscht. Die neuen
Gerite sind vom Typ OTS-5000 der Firma Pandacom. Da die Standorte
Mitte und Adlershof redundant verbunden sind, konnte die Erneuerung
der WDM-Technik beider Strecken ohne Ausfille erfolgen.

Bisher waren die WDM-Verbindungen zwischen dem Grimm-Zentrum
(GZ) und dem , Johann-von-Neumann“-Haus (JvN), sowie dem Erwin-
Schrodinger-Zentrum (ESZ) und dem Hauptgebdude (UdL6) geschaltet.
Im Zuge der Geriteerneuerung wurde der Endpunkt einer WDM-Strecke
gedndert. Statt in UdL6 endet die Strecke aus dem ESZ nun in der Span-
dauer Strafle 1 (Spal).

Die Kapazititen der neuen Gerite wurden erweitert. Die modularen
Chassis sind mit Kapazititen von 4 x 100 Gbit Ethernet ausgestattet. Des
Weiteren konnen bis zu 4 x Fibre Channel mittels Multi- oder Singlemode
mit bis zu 32 Gbit angeschlossen werden. Fiir weitere Anwendungsfille
sind die Chassis derzeit mit 8 x 10 Gbit Ethernet-Ports (Singlemode) sowie
6 x 1 Gbit Ethernet mit SFP-Slots (Single- u. Multimode) ausgertistet.

Um in Zukunft ggf. neuen Anforderungen begegnen zu kénnen, bieten
die eingesetzten Gerite die Moglichkeit, sie durch zusitzliche Module zu
erweitern.

x10G Eth LR=
2x32G FC LR=
x10G Eth LR=
2x32G FC SR=

200 Gbit DWDM

=2x100G Eth LR4—
=1x100G Eth LR4—

400 Gbit DWDM

2d40 008

—1G Eth LI
—1G Eth SR
—1G Eth LI
—1G Eth LI

Abb. 1: schematische Darstellung des —1G Eth SR

Aufbaus der WDM-Strecke GZ —JvN —1G Eth SR
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—2x100G Eth LR4—
—1x100G Eth LR4—

400 Gbit DWDM

2d40 008

1G Eth LR—
1G Eth SR—
1G Eth LR—
1G Eth LR—
1G Eth SR—
1G Eth SR—
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Aus dem CMS

Softwarelizenz-
Campus-
vereinbarungen

» Kerstin Helbig
Computer- und Medienservice,

Organisation und Projekte

Die Benutzung von Softwarelizenzen aus Campusvereinbarungen ist
durch spezielle Vertriage der HU geregelt. Der Bezug erfolgt in der Regel
iiber die I'T-Verantwortlichen.

Software / Vertrag Lizenzgeber Plattform | Lizenzform
Adobe ETLA-FTE Adobe Deutsch- | WMT unlim CL,
— Creative Cloud land ML
Enterprise
Affinity Serif Europe Itd | WMT unlim CL
ArcGIS ESRI Deutsch- W unlim CL,
land GmbH ML
Camtasia und Snagit | TechSmith WM ML
ChemDraw Prime PerkinElmer, WM unlim CL,
Inc. ML
Citavi for Windows Swiss Academic | W unlim CL,
Software ML
Corel Academic Site Corel Corp. W unlim CL,
Lic. (CASL) ML
Endnote Clarivate Ana- WM unlim CL,
lytics ML
Aus dem CMS

Softwarelizenz-Campusvereinbarungen

Gaussian 16 Gaussian, Inc. U unlim CL,
ML
LinkedIn.learning LinkedIn Browser | lim CL
Maple MapleSoft WMLS lim CL, ML
Mathematica Wolfram Re- WML unlim EL,
search, Inc. ML
MathType Design Science, | WM unlim CL
Inc.
Matlab The Mathworks, | WMLS lim EL, ML
Inc.
MAXQDAplus MAXQDA WM unlim CL,
ML
Microsoft EES Microsoft WM unlim CL,
(Windows Upgrade, | GmbH ML
Office, Enterprise
CAL, RDS CAL)
Microsoft Select Microsoft W EL
GmbH
SAS SAS Institute W lim EL, ML
GmbH
OpenProject OpenProject Browser | unlim CL,
ML
Overleaf Digital Science Browser | lim CL
UK Ltd.
SPSS IBM Deutsch- WM lim EL, ML
land
SYSTAT-Software Systat Software W EL
(SigmaPlot, SYSTAT, | GmbH
SigmaStat, Sigma-
Scan, TableCurve,
PeakFit)
Zoom Zoom WMIT CL, ML
Legende:
W,M, L, S, T, U Windows, Mac, Linux, Solaris, Tablett-Computer, Unix
lim, unlim limitiert, unlimitiert

EL, DL, CL, ML Einzellizenz, Departmentlizenz, Campuslizenz,
Mietlizenz

Aus dem CMS

Softwarelizenz-Campusvereinbarungen
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Aus dem CMS

Projektiibersicht

Der CMS ist in zunehmendem Umfang an Drittmittelprojekten be-
teiligt oder tibernimmt selbst die Federfithrung. Neben diesen extern
finanzierten Projekten gibt es auch HU-interne Vorhaben mit einer
begrenzten Laufzeit.

Link zur Projekte-Ubersicht:
https:/lwww.cms.hu-berlin.de/de/ueberblick/projekte

Nachstehend ein Uberblick der aktuell laufenden Projekte am CMS
mit Projektname, Forder:in, Forderlinie und Laufzeit:

MoVe: Mobilgerate-Verwaltung HU intern

B Mai 2020 - Sep. 2026 R

Ablosung Campus-Management-System HU intern

B Jun. 2020 - Dez. 2026 R

FDNext DFG (LIS)

[ Dez. 2020 - Sep. 2025

e-Assessment BUA (Obj. Lehre)

I Dez. 2020 - Dez. 2026

FAIRmat DFG (NFDI)

Okt. 2021 Sep. 2026

IMPACT BMBF (Kl in der Lehre)

Dez. 2021—Nov. 2025

AI-SKILLS BMBF (Kl in der Lehre)

R

2020 2021 2022 2023 2024 2025 2026 2027 2028

Aus dem CMS
Projektiibersicht

Priifen 3D Land Berlin (QI0)

Jun. 2021 - Dez. 2025

Erweiterung Berliner Campuscard Land Berlin (QI0)
Jun. 2022 - Dez 2025

Foderatives Identititsmanagement Land Berlin (QI0)

Jun. 2022 - Dez. 2025

Netzwerk hybride Lehre Land Berlin (QI0)

[ Jul2022-Dez2025

Website-Relaunch, 1. Phase HUintern

Jul. 2022 - Dez. 2025

Daidalos DFG (LIS)

JuL2023-Jun.2026 |

Campuscard Beschaftigtenausweis Campuscard Verbund Hochschulen
Sep. 2023 - Aug. 2025

Shared Services Catalogue (2. Forderphase) BUA (Obj.5)
Okt. 2023 - Okt. 2026

SFB 1412 Register (2. Forderphase) DFG (SFB)
Jan. 2024 —Dez. 2027

BASE4NFDI Service Steward ‘Data Literacy’ DFG (NFDI)

Jan. 2024 — Feb. 2028 N

BUA-FDM CARDS (ELN4BUA) BUA (Obj. 5)

Mai2024-0Okt.2026 |

DokuHUB - DMS-Einfiihrung HU intern

Jul. 2024 - Dez. 2026 [RRNNNEE

CRC 1404 FONDA (2. Forderphase) DFG (SFB)

Jul. 2024 - Jun. 2028

FDLink DFG (LIS)

Dez.2024-Nov.2027 ||

Interdiszipl. Zentrum GreenCompute HU intern (IZ)
Jan. 2025 - Mar. 2029

TextPloring DFG (LIS)

Jul. 2025 - Jun. 202}

2020 2021 2022 2023 2024 2025 2026 2027 @ 2028

Aus dem CMS
Projektiibersicht
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Aus dem CMS

CMS in Zahlen

Jahr 2014 [  Die statistischen Daten des Jahres 2024 verdeutlichen
Jahr2019 [  im Vergleich zu den Jahren 2014 und 2019 die stin-
Jahr 2024 [  dig wachsende Nutzung von IT-Diensten an der HU.
Backupkapazitat

4.200 TByte netto
5.400 TByte netto

8.400 TByte netto

SAN

2.900 TByte netto

10.800 TByte netto

WLAN-Access-Points

1.207 in 96 Gebauden
1.330 in 111 Gebauden

1.713in 122 Geb&uden

max. Zugriffe/Tag auf Web-Server (Plone und WWW2) am 7.10.2024
3,97 Mio.

Datenbanken auf CMS-Datenbankservern

Aus dem CMS
CMS in Zahlen

HU-Netz Switsches

Rechner in der Verwaltung

Medien-Repositorium:
2014 neu und konsolidiert in das Medien-Repositorium Uberfuhrt

Objekte

Projekte

AGNES:
Veranstaltungsbelegungen

249.804

386.122

Lehrveranstaltungen in AGNES

Online-Prifungsanmeldungen

114.383

Moodle:

aktive Nutzer:innen

Kurse

18.600 (zuganglich) + 27.500 (Altbestand)
29.300 (zugénglich) + 33.730 (Altbestand)

Aus dem CMS
CMS in Zahlen
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Aus dem CMS

Supportangebote
des CMS

»

»

»

Benutzerberatung
Ist-Level-Support zu den Diensten des CMS,
insbesondere zum HU-Account

E-Mail: cms-benutzerberatung @hu-berlin.de
Telefon: 030/2093-70 000

https://hu.berlin/amor

Moodle-Support
Beratung und Support zum Lernmanagement-
System der HU

E-Mail: moodle-support@hu-berlin.de
https://moodle.hu-berlin.de

Videomanagement in Moodle (Opencast)

E-Mail: opencast-support@hu-berlin.de
https://hu.berlin/opencast

Digitale Priifungen (E-Assessment)
E-Mail: e-pruefungen-support@hu-berlin.de

https://hu.berlin/e-assessment

Agnes-Team

technische Betreuung der digitalen Lehrveran-
staltungs- und Prifungsorganisation

E-Mail: agnes@hu-berlin.de

https://agnes.hu-berlin.de

Aus dem CMS
Supportangebote des CMS

»

»

»

»

»

»

Digitale Lehre - Tools der Digitalen Lehr- und
Lernlandschaft (HDL3)

Unterstiitzung bei der technischen und didaktischen Umset-
zung von digitaler Lehre

E-Mail: digitale-lehre@hu-berlin.de

https://hu.berlin/hdl3

Jupyterhub— Kl in Lehre und Forschung
E-Mail: jupyterhub-support@hu-berlin.de
https://jupyterhub.hu-berlin.de

Videokonferenzservice
Beratung und Support zu den Videokonferenzlsungen an
der HU

E-Mail: cms-videokonferenzservice@hu-berlin.de

https://hu.berlin/videokonferenz

Offentliche Computerarbeitsplitze
technischer Support fur die 6CAPs
E-Mail: cms-oecap@hu-berlin.de
https://hu.berlin/oecap

Medientechnik (Campus Adlershof)
Betreuung der Medientechnik im Erwin-Schrddinger-Zent-
rum

E-Mail: medientechnik@cms.hu-berlin.de
Telefon: 030/2093-70 020

https://hu.berlin/medientechnik

Videoservice

Video- und Audioproduktion, Schnittplatze, Verleih von
Gerdten und Beratung

E-Mail: cms-videoservice@hu-berlin.de

https://hu.berlin/videoservice

Web-Support

technische Betreuung von Plone, Blogs, Wikis und Webser-
ver WWW?2 inkL. Einrichtung von Instanzen

E-Mail: web-support@hu-berlin.de

https://web-support.hu-berlin.de

Aus dem CMS
Supportangebote des CMS
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